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DISCLAIMER

This document contains information, which is proprietary to the EVOLVED-5G ("Experimentation
and Validation Openness for Longterm evolution of VErtical inDustries in 5G era and beyond)
Consortium that is subject to the rights and obligations and to the terms and conditions
applicable to the Grant Agreement number: 101016608. The action of the EVOLVED-5G
Consortium is funded by the European Commission.

Neither this document nor the information contained herein shall be used, copied, duplicated,
reproduced, modified, or communicated by any means to any third party, in whole or in parts,
except with prior written consent of the EVOLVED-5G Consortium. In such a case, an
acknowledgement of the authors of the document and all applicable portions of the copyright
notice must be clearly referenced. In the event of infringement, the consortium reserves the
right to take any legal action it deems appropriate.

This document reflects only the authors’ view and does not necessarily reflect the view of the
European Commission. Neither the EVOLVED-5G Consortium as a whole, nor a certain party of
the EVOLVED-5G Consortium warrant that the information contained in this document is
suitable for use, nor that the use of the information is accurate or free from risk and accepts no
liability for loss or damage suffered by any person using this information.

The information in this document is provided as is and no guarantee or warranty is given that
the information is fit for any particular purpose. The user thereof uses the information at its sole
risk and liability.
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GLOSSARY

Abbreviations/Acronym

Description
5GC 5G Core
5GS 5G System
CAPIF Common APl Framework
FoF Factories of the future
lloT Industrial Internet of Things
IMEI International Mobile Equipment Identity
IMSI International Mobile Subscriber Identity
MNO Mobile Network Operator
NEF Network Exposure Function
NPN Non-Public Networks
NetApp Network Application
oT Operational Technology
PEI Permanent Equipment Identifier
SDK Software Development Kit
SME Small and Medium Enterprises
SuUPI Subscription Permanent Identifier
vAPP Vertical Application
UE

User Equipment
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EXECUTIVE SUMMARY

The objective of this deliverable is to present in detail the final prototypes and the two cycles of
integration activities that have been followed for each of the three Network Applications by the
three SMEs participating in the task.

Initially, the deliverable describes in detail the final prototypes of the Network Apps developed
within the Security Guarantees and Risk Analysis pilar in the EVOLVED-5G context, driven by Task
4.4:

¢ A Traffic Management Network App (8Bells): Programmable Next-Generation Firewall
that is capable of considering not only IPs, ports, and MAC addresses to identify user
devices, but also any parameters that can be exposed by the 5G network, including
subscriber location, thus allowing enhanced security policies.

e A Security Information and Event Manager based on blockchain technologies (FOGUS):
security protection by performing real-time monitoring and analysis of events as well as
tracking and logging of security data for compliance or auditing purposes.

e Software for entity authentication, registration, and authorization (InQBit):
Enhancement to the existing CAPIF protocol by incorporating an OpenlD Connect layer
on top of the OAuth2.0 protocol proposed by CAPIF, also providing single sign-on
functionality between CAPIF instances.

Next, the two development cycles (1st and 2nd iterations of integration activities) and use case
testing that have been followed for each of the three Network Applications, are presented.

The first round of integrations has been carried out with the aim of ensuring seamless and
reliable communication between various components within the system, including Network
Apps, Vertical Apps (vApp), NEF, CAPIF and 5G network connectivity, on top of the cloud
infrastructure provided by the Athens platform. The connectivity of 5G with the cloud
infrastructure has been verified, specifically the connection between vApps and Demokritos' 5G
network.

The purpose of the second integration round was to validate the use-cases utilizing the final
components of EVOLVED-5G. On the one hand, NEF, CAPIF and the SDK had been enriched with
additional features. On the other hand, SMEs finalized their Network Apps by enhancing the 3.0
version and using the last versions of NEF, CAPIF and SDK. This version 4.1 of the Network Apps
also exploited the validation pipeline before the integration test. Finally, the Networks Apps
were deployed in Kubernetes clusters in Athens premises instead of using Docker containers
running locally.

With the second round of integration tests, the Networks Apps of the SEC pillar have reached
their final stage, interacting with the last versions of NEF and CAPIF through the SDK and
communicating with their respective vApp(s). The three SME use-cases have also been validated
and such result highlight the fact that the Network Apps reached a mature enough state to be
used by other SMEs through the Evolved-5G Marketplace.

For all three developed Network Apps, we have demonstrated that the integration with the 5G
control plane enhances the functionality and usefulness of the applications in a NPN context,
due to the additional parameters that can be exposed by the 5G network.
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In addition, during the two rounds of integration activities that took place, it was also proven
that the overall deployment is flexible, quick, easy to test, and can easily be upgraded, due to
the dockerization of the Network Application and the Kubernetes deployment environment.

As a final point, in the context of EVOLVED-5G, it is essential to highlight that a terminology
update has been implemented. Specifically, the term "Network App" is now being used instead
of "NetApp," as initially selected in the first period of the project. This update reflects the
shortened form of "Network Application” and has been applied consistently across all project’s
documents and materials.
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1 INTRODUCTION

1.1 PURPOSE OF THE DOCUMENT

The current report compliments the final prototype of the three Network Applications, that have
been developed within the Security Guarantees and Risk Analysis (SEC) pilar to support the
security management and threat detection in a smart factory environment and is driven by Task
4.4. The report provides details on the development of the final prototype (version 4.1) in terms
of technical architecture, features and dependencies, while also utilising the final version of the
tools (SDK, NEF, CAPIF) developed within the EVOLVED-5G framework. Moreover, the report
contributes to the testing and evaluation of the use cases, described in the previous deliverable
of WP4 (D4.2), through the integration activities that took place both in Athens infrastructure
focusing on the iterative validation of 5G connectivity and communication between components
(5G network <—> Network Applications <-> Vertical Applications).

The two rounds of integration activities are described in depth and the use cases testing has
been followed for each of the three Network Applications by the three SMEs participating in the
task:

e Development of a Traffic Management Network App (Next-Generation Firewall, Virtual
& Containerized) (8Bells)

e Asecurity information and event manager based on blockchain technologies (FOGUS)

e Software for entity authentication, registration, and authorization (InQBit)

In summary, this document consolidates the progress made in developing, integrating and
testing the Network Apps of the Security pilar within the EVOLVED-5G project.

1.2 STRUCTURE OF THE DOCUMENT

e Section 2 “PILLAR OVERALL FRAMEWORK” echoes D4.2 and presents a summary of the
SEC pilar goals, challenges and specificities.

e Section 3 “FINAL PROTOTYPE OF NETWORK APPLICATIONS” describes the finalized
version of the SEC Network Apps (version 4.1). After a reminder of the Network App use-
case(s), it describes the technical architecture, features and dependencies of each
Network App.

e Section 4 “INTEGRATION ACTIVITIES AND USE-CASE TESTING” presents the two
integration rounds for use-case testing performed during the project. The first reported
test was performed with intermediate versions of Network Apps and components (NEF,
CAPIF and SDK) while the second test was performed with final versions of Network
Apps and all EVOLVED-5G components.

e Finally, section 5 discusses the conclusion and next steps.
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1.3 TARGET AUDIENCE

The release of the deliverable is public, intending to expose the overall EVOLVED-5G ecosystem
and Network Apps progress to a wide variety of research individuals and communities.

From specific to broader, different target audiences for D4.4 are identified as detailed below:

Project Consortium: To validate the fact that all SEC pilar Network Apps have reached
their final state. One of the main goals is to document the technical evolution of these
Network Apps with respect to the initial vision and use-case.

Industry 4.0 and FoF (factories of the future) vertical groups: To crystallise a common
understanding of technologies, and tools that were used for the development of the
Network Apps. Besides, it also demonstrates the final architecture and features a
Network App can reach. A non-exhaustive list of Industry 4.0-related groups is as
follows:

o Manufacturing industries (including both large and SMEs) and lloT (Industrial
Internet of Things) technology providers.

o European, national, and regional manufacturing initiatives, including funding
programs, 5G-related research projects, public bodies and policy makers.

o Technology transfer organizations and market-uptake experts, researchers,
and individuals.

o Standardisation Bodies and Open-Source Communities.

o Industry 4.0 professionals and researchers with technical knowledge and
expertise, who have an industrial professional background and work on
industry 4.0-related areas.

o Industry 4.0 Investors and business angels.

Other vertical industries and groups: To seek impact on other 5G-enabled vertical
industries and groups in the long run. Indeed, all the architectural components of the
facility are designed to secure interoperability beyond vendor specific implementation
and across multiple domains. The same categorization as the above but beyond Industry
4.0 can be of application.

The scientific audience, general public and the funding EC Organisation: To document
the work performed and justify the effort reported for the relevant activities. The
scientific audience can also get an insight of finalized Network Apps' processes, tools
and features.

2 PILLAR OVERALL FRAMEWORK

Security Guarantees and Risk Analysis (SEC) is one of the four pillars in the EVOLVED-5G context.

Cybersecurity and Cyber Threats are identified as one of the top roadblocks to Industry 4.0 [1]As
industries increasingly digitalize, a strong emphasis on cybersecurity has become critical for
companies. Cyberattacks have caused operational hazards for companies making use of
connected operational technologies, and security concerns have delayed many companies’

move to the cloud. Companies must work to enact best practices with regards to networking
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infrastructure and the deployment of operational technology (OT) and loT cybersecurity
features. Companies are increasingly turning to private networks, segregated and segmented
networks, and zero trust models. However, many existing cybersecurity solutions focus on the
security challenges facing IT, leaving a gap in the market for OT security. Furthermore, the
security challenges and priorities when it comes to OT are different than those of IT, as can be
seen in the table provided below. As industries increasingly digitalize, a strong emphasis on
cybersecurity has become critical for companies. Cyberattacks have caused operational hazards
for companies making use of connected operational technologies, and security concerns have
delayed many companies’ move to the cloud. Companies must work to enact best practices with
regards to networking infrastructure and the deployment of operational technology (OT) and
loT cybersecurity features. Companies are increasingly turning to private networks, segregated
and segmented networks, and zero trust models. However, many existing cybersecurity
solutions focus on the security challenges facing IT, leaving a gap in the market for OT security.
Furthermore, the security challenges and priorities when it comes to OT are different than those
of IT, as can be seen in the table provided below.

Table 1. Aspects of OT Security vs. IT Security

oT IT
Availability Failure not tolerable Short failure tolerable
Restart Difficult Possible
Patch management Big challenge Automated is possible
HW Lifetime 7 to 20 years 3 to 5 years
Know How Distributed Centralized

It is critical to align IT and OT at every stage of the digital transformation for enterprises to
experience success.

Therefore, it is becoming increasingly important to make use of best practices when designing
network infrastructure. Such best practices include, making use of software-defined networking
principles where available, and new approaches to cybersecurity, including zero trust models,
assume that threats may materialize at multiple parts within the IT and OT infrastructure —
including within the network itself.

Factories of the future rely heavily on interconnectivity between multiple devices, sensors,
machines, and workstations. A factory can be visualized as a very busy hub of knowledge and
data exchange, which requires a robust, secure, and reliable environment in order to operate
properly. 5G private networks are emerging as the technology of choice to support Industry 4.0
transformation. Advantages over legacy connectivity technologies include user device density
(e.g., 5G can support connectivity of 1 million connected devices per square kilometer),
overcoming congestion challenges, reducing costs and power requirements due to the need of
fewer 5G radios vs legacy.

A Zero Trust security approach is recommended in highly inhomogeneous environments, where
the traditional perimeter security model might fall short.

By definition, Zero Trust is a strategic approach to cybersecurity that secures an organization by
eliminating implicit trust and continuously validating every stage of a digital interaction. Zero
Trust for 5G removes implicit trust regardless of what the situation is, who the user is, where
the user is or what application they are trying to access. The impact of Zero Trust on network

3
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security specifically protects the security of sensitive data and critical applications by leveraging
network segmentation, preventing lateral movement, providing Layer 7 threat prevention and
simplifying granular user-access controls. Where traditional security models operate under the
assumption that everything inside an organization’s perimeter can be trusted, the Zero Trust
model recognizes that trust is a vulnerability.

To create a zero-trust policy, it is critical to know the asserted identity of every flow on the
network. Source/destination IP addresses and ports are traditionally used to implement security
policy controls by legacy Firewalls. An IP address, however, does not provide identity, as in
mobile networks these are assigned by the network and are not constant. Instead, subscriber
identifiers such as IMSI in 4G and SUPI in 5G are critical. In addition, relevant equipment IDs,
include the IMEI in 4G and PEl in 5G. If network slicing is enabled, then Slice ID identifies the
logical network in the 5G environment.

In order to create security policies, you need to base them on things that do not change, such
as the above-described permanent identifiers, and not IPs.

Furthermore, the subscriber location might also be necessary in defining security policies for
Industry 4.0 use cases. 5G networks have enhanced localization functionalities targeting high
levels of location accuracy even in indoor environments (introduced in Rel. 15 for NSA operation
[2], continued in Rel. 16 with SA operation, with further enhancements in Rel. 17 [3]).

IMSI / SUPI IMEI / PEI NSSAI / SST IP TRAFFIC CELLID /

COORDINATES

SUBSCRIBER ID DEVICEID SLICE ID SUBSCRIBER IP LOCATION

SUBSCRIBER / DEVICE / SLICE / LOCATION
CORRELATION TO THREAT

APPLICATION THREAT /

MALWARE

APP ID CONTENTID

Figure 1. Subscriber / Device / Slice / Location identifiers for Granular Policies and Threat Correlation

Beyond the faster and more robust connectivity that is being introduced by 5G, a more
disruptive concept is the network programmability through the 5GC. Programmability may have
different interpretations, but in the context explored by this project, it includes the ability to
abstract, encapsulate and expose internal capabilities and accept a set of instructions via APIs,
and adapt behaviors at runtime accordingly.

For example, in the context of security policies for Industry 4.0 described above, 5GC APIs can
be leveraged by external applications to obtain 5G network context information that might be
necessary to enforce enhanced security policies. Subscriber and device permanent IDs, user
location, subscriber status (e.g., disconnected), network status (e.g., cell congestion) that are
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normally “hidden” within 5G, can be exposed and used to enforce enhanced security strategies
that otherwise would be impossible to design.

As discussed, security-aware tools that enable accessing, storing, manipulating, and steering
data streams and devices form the core basis for guaranteeing reliability in a factory of the
future. To address this challenge, the pillar has devoted resources towards:

o Development of a Traffic Management Network App (Next-Generation Firewall, Virtual
& Containerized) (8Bells).

e A security information and event manager based on blockchain technologies (FOGUS).

e Software for entity authentication, registration, and authorization (InQBit).
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3 FINALPROTOTYPE OF NETWORK APPLICATIONS

3.1 TRAFFIC MANAGEMENT NETWORK APPLICATION

The Traffic Management Network App is essentially a programmable Next-Generation Firewall
that is capable of taking into account not only IPs, ports, and MAC addresses to identify user
devices, but also any parameters that can be exposed by the 5G network. Such parameters could
be permanent subscriber and device identifiers in the mobile network context (IMSI, SUPI, IMEI,
PEIl). Other parameters that could also be leveraged include subscriber location, network slice
ID, etc.

The Traffic Management Network App offers flexible deployment options, such as, in a
dedicated server, in a Virtual Machine, or combination (Vertical app in a VM, Network App in a
Container), which is the approach that has been selected based on the implementation
principles set by the EVOLVED-5G project.

The code of the Network App can be found in the following Github repository.

3.1.1 Use case description

The Traffic Management Network App, which is being developed within the EVOLVED-5G project
and falls under the security guarantees and risk analysis pillar, offers the following services
through two different use cases:

e Use Case 1: Firewall - IP whitelisting.
e Use Case 2: Throttling: Lessening of the burden on a reportedly congested device in the
network, applicable to many different aspects of a FoF.

The above-mentioned use cases and services act as the baseline for future improved
implementations in the same direction. As 5G network exposure APls mature and more network
parameters become available for consumption, additional use cases could be developed. These
use cases that are envisioned for the future, could enable implementation of advanced security
policies that otherwise would be impossible to design (in a traditional firewall).

3.1.2 Detailed Architecture
The overall functionality at a high level is achieved through the interaction of three main blocks,
each serving a specific role:

a. A Network App, which implements the intelligence of the solution, and the interfaces
towards the 5G network (CAPIF, NEF emulator, etc.)

b. A Vertical App (vApp), which is a programmable software switch installed in the user
traffic plane

c. An interface between the Network App and vApp for performing the configuration of
the later by the former

The main operation and mechanism (for detecting congestion and limits or redirects) being
performed by Eight Bells proposed and developed system, is the following:

e L7 Switch requests for congestion statistics from Network App which is subscribed to
MonitoringEvent API


https://github.com/EVOLVED-5G/8BellsNetApp
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e The processed congestion info (of Network App) supplies the list with
devices/destination IPs with high congestion stats

e L7 Switch requests for new congestion statistics from Network App

e The processed congestion info resupplies the list with devices/destination IPs with high
congestion stats

e L7 Switch requests for further processing of traffic Filters which are subscribed to
MonitoringEvent API

e The processed congestion info resupplies the list with devices/destination IPs with high
congestion stats

e No further processing takes place

The vertical application consists of a virtual Switch, implemented using Open vSwitch (OVS)
software and the Traffic Control (TC) command-line utility. By combining the capabilities of OVS
and TC, control over network traffic, firewalling, optimized network performance and better QoS
can be achieved.

OVS (Open vSwitch) is a production quality, multilayer virtual switch licensed under the open-
source Apache 2.0 license. It is a software-based virtual switch that operates at the data
connection layer in the networking subsystem of the Linux kernel. It enables network
virtualization and flexible connectivity in virtualized environments. OVS facilitates
communication between virtual machines (VMs) and physical network infrastructure by
allowing the creation and control of virtual switches.

OVS provides a wide range of configuration and management interfaces. To improve traffic
shaping, quality of service, network monitoring, and analysis, OVS can be integrated with other
networking tools such as TC (Traffic Control).

It is widely used in data centers, service providers, and virtualized infrastructure environments,
where it provides a flexible and scalable solution for network virtualization and management.

Overall, OVS is an effective software-defined networking technology with several capabilities
and flexibility for managing and regulating network traffic in virtualized environments. Because
of its open-source nature, which encourages cooperation and innovation, it is a popular choice
for developers and network administrators looking for effective network virtualization solutions.
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Figure 2. Network App — vApp (L7 Switch) schematic

3.1.3 Additional dependencies
The full-stack of the Network Application incorporates a diverse array of technologies and tools
to create a solution that leverages the capabilities of the 5G network.

The backend of the application was built with the Python-Flask framework, which is well-known
for its simplicity and flexibility in developing web applications. Flask's extensive library support
and ease of integration make it an ideal choice for building a robust backend that can handle
the complex operations required to process and manage data efficiently.

To ensure efficient and reliable data storage, we selected the popular open-source relational
database management system PostgreSQL. PostgreSQL offers advanced features such as data
integrity, concurrency control, and robust transaction management, making it an ideal choice
for handling the data generated by the application. To manage the database effectively, we also
used Adminer, a lightweight and user-friendly database management tool, which will facilitate
easy administration and monitoring of the database.

For the frontend, HTML and CSS have been employed to create a visually appealing and intuitive
user interface. The focus was on the user’s experience that allowed for seamless interaction
with the backend services and efficient visualization of the data provided by the 5G network.

To align with all the EVOLVED-5G principles regarding the implementation aspects, the
application has been containerized using Docker, in order to achieve consistency and speed in
the deployment process across different environments. Docker containers encapsulate the
application and its dependencies, providing a portable and reproducible deployment
environment. This approach enabled for easily packaging the entire application, including the
backend, database, and frontend components, into a single container, ensuring the consistent
behavior that was needed for the integration activities and the overall testing of the Network

App.
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3.2 5G SIEM NETWORK APPLICATION

3.2.1 Use case description

As the concept of Industry 4.0 evolves, apart from the IP network, industries will progressively
establish small or large-scale 5G Non-Public Networks (NPN) to their premises to exploit the
advanced capabilities of 5G technology (low-latency, high throughput etc.) for a set of their
equipment.

As such, the implementation of enhanced mechanisms to manage and ensure security in this
industrial ecosystem is mandatory. For IP networks, SIEM (Security information and event
management) systems offer security protection by performing real-time monitoring and analysis
of events as well as tracking and logging of security data for compliance or auditing purposes.
However, in 5G networks, security management is handled by the 5G Core Network. Therefore,
today, in a unified industrial network (IP and 5G NPN), security information systems have no
monitoring and control capabilities for industrial devices that use 5G access.

Extending a SIEM system with 5G capabilities enhances the platform by offering access to 5G
security information, such as real-time monitoring and updates on the security status of the 5G
NPN devices. As a result, the security administrator of an Industry 4.0 environment can have a
clearer and more complete picture of the underlying industrial network. FOGUS, with the
development of its Network App, aims to bridge the communication gap between SIEM and 5G
NPN devices.

3.2.2 Detailed Architecture

FOGUS 5G SIEM Network application is a containerized application, following the stand-alone
model defined in the EVOLVED-5G project, and resides between the vertical application
(AlienVault OSSIM) and 5G Network (CAPIF and NEF Emulator). All the components (OSSIM —
FOGUS Network App — NEF Emulator and CAPIF) are deployed locally on our premises, each one
on a separate host, but under the same network. The code is uploaded on the project GitHub
repository and a detailed architecture of the Network App is depicted in Figure 3.

https://<CAPIF HOSTNAME> °

Southbound Backend
Interface

Frontend
Angular

4200 http://<NETAPP FRONTEND> O

CAPIF a7 A

django

REST

framework

https://<0SSIM HOSTNAME>

https://<NEF HOSTNAME>

NEF | _S'FOGUS 0SSIM
mulator Network App EE
TLS 844 A
Northbound '?9"‘!-? —
Interface ren

Figure 3. FOGUS Network App architecture
The Network App consists of three services, each one deployed as a separate Docker container:

* Frontend (container name: netappfe): A webpage, built on Angular framework, that
enables the user to sign up and sign in, as illustrated in Figure 4, and then to create subscriptions


https://github.com/EVOLVED-5G/FogusNetApp/tree/evolved5g
https://github.com/EVOLVED-5G/FogusNetApp/tree/evolved5g
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for the NEF APIs, as well as monitor NEF callbacks. The former capability is depicted in Figure 5

and Figure 6.

First Name

Last Name

Email

l« Username
admin@gmail.com

Email address Password

eesee

Password
Sign in

Passsword Confirm

-
‘
Figure 4. Sign up and Sign in

Monitoring Callbacks

#  External Id Cell Id Monitoring Type 1Pv4
1 10001 @domain.com AAAAATO02 LOSS_OF CONNECTIVITY 10.0.0.1
2 10001 @domain.com AAAAATO02 LOSS_OF_CONNECTIVITY 10.0.0.1
3 10001 @domain.com AAAAATOD2 UE_REACHABILITY 10.0.0.1
4 10001 @domain.com AAAAATOD2 UE_REACHABILITY 10.0.0.1
Create a subscription Create a subscription
2 v 2 v
Number of Monitoring callbacks MNumber of Monitoring callbacks

Figure 5. Subscription for Loss of connectivity, UE reachability and monitoring callbacks

10
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Create a subscription
1 v
Number of Monitoring callbacks

External Id Cell Id Monitoring Type IPv4 gNBId

10001@domain.com  AAAAA1002  LOCATION_REPORTING  10.00.1  AAAAA1

Figure 6. Subscription for Location reporting

¢ Backend (container name: netappdjango): A Python application, built on Django
framework, implementing communication with the external components (CAPIF, NEF Emulator
and OSSIM). It receives data from the 5G network, converts it properly to a readable format and
then it sends it over HTTPS protocol to SIEM. The functionality of the framework through the
dedicated Ul is depicted in Figure 7 below.

Django administration

Site administration

AUTHENTICATION AND AUTHORIZATION

Groups + Add Change

NETAPP_ENDPOINT

Analytics event notifications + Add Change
Cells + Add Change
Monitoring callbacks + Add Change
Users + Add Change

Figure 7. Ul of backend provided by Django framework

¢ Database (container name: netapppostgres): A Postgres database, that stores all data
exchanged with NEF Emulator and OSSIM. Instances from the database and the logs reflecting
the exchange of the data are presented in Figure 8 and Figure 9 respectively.
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Running (3/3) 22 seconds ago

& Running 24 seconds ago
81c7a95365ae

a693d8c1fod3 Running 23 seconds ago

Running 22 seconds ago

9abddiec8a10

Figure 8. The containers of FOGUS Network application

[+] Building 3.5s (13/13) FINISHED

Network fogusnetapp_default
Container netapppostgres
Container netappdjango
Container netappfe

Figure 9. Logs of the building process of the containers

Once all the containers are up and running, the initial step of the authentication and
authorization of Network app by CAPIF is completed. Then using the EVOLVED-5G SDK tools the
Network App can communicate with NEF emulator and create subscriptions for the NEF APIs
such as Location reporting (UE changes location), Loss of connectivity (UE is out of the cell’s
range and there is no connection to the 5G network), illustrated in Figure 10, and UE reachability
as presented in Figure 11(UE returns to the cell’s range and the network connection is restored).
The Network App collects the above data and transfers it in a secure way to the OSSIM SIEM
environment. Finally, the OSSIM system represents them and provides the necessary alerts and
statistics to the user as shown in Figure 12.
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3.2.2

Additional dependencies

®|VI¥P|

ALIEN VAULT OSSIM

-

location change

Figure 12. OSSIM alerts and statistics

FOGUS Network App is a totally containerized application, using Docker containers, and is
developed in Angular, Python and Postgres. To deploy locally the application, a Makefile has
been created to simplify the running process. The Network App communicates with NEF
Emulator and CAPIF using the EVOLVED-5G SDK tools, and with OSSIM through a set of exposed
REST APIs implemented on the Vertical App side, using Python language, and more specifically

Django framework.

gDen

Figure 13. Tools and technologies of FOGUS Network app

PostgreSQL
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3.3 IDENTITY AND ACCESS MANAGEMENT NETWORK APPLICATION

3.3.1 Use case description
With the advancement of mobile networks to the 5th generation and beyond, timely
deployment is of essence to capitalize on the benefits of new technologies as fast as possible.

As such, the implementation of security measures to handle identity and access management
to ensure the robustness of the ecosystem is critical. The CAPIF framework proposes making use
of the OAuth2.0 protocol to handle authorization.

OpenlD Connect (OIDC) is an identity layer on top of OAuth2.0 which extends the security
capabilities. The identity layer creates a solid foundation for future machine learning
implementations that scale well with the incredible number of logs that can be generated for
each identity in the context of mobile networks. Furthermore, OIDC enables single sign-on (SSO)
between providers to further evolve the authentication process. An additional security measure
has been implemented that revokes access by forcefully de-authenticating invokers that either
attempt to access inexistent endpoints or attempt to access existing endpoints with disallowed
methods.

A Use Case diagram of the Identity and Access Management Network Application is depicted in
Figure 14.

CAPIF onboarding/offboarding:

As this is an implementation of
the authentication/authorization
aspects of CAPIF, onboarding
and offboarding are not included

Offboard
/ Onboard
% System
UE Acting as an OpenlID Connect, SSO authentication

proxy that routes to the correct Identity Provider

: A

UE's
Logout corresponding
‘«includes» Identity

Provider

Continuous Authentication >———

o n [
Authorlzatlonﬂ Introspect Token B / j?

[ or o .. D
Authentication

Login

De-authentication

«includes» CAPIF
’ instance
Access Protected Resource I that

K —— corresponds to
wextends» the provider who

Access Protected Resource — owns requested
of Other Provider resource

Figure 14. 1QB Network Application: Use Case
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3.3.2 Detailed Architecture

The Identity and Access Management Network Application is a containerized application,
following the standalone model defined in the EVOLVED-5G project. The Network Application
can handle the authentication and authorization aspects of CAPIF, or act as an intermediary
between network applications and CAPIF instances to provide single sign-on capabilities
between providers. The code is uploaded on the project’s GitHub repository, and the detailed
architecture of the Network Application is depicted in Figure 15.

H H »  evolved
NetApp implementation e 5G
A X can be any A
S— provider /
3 party NetApp 1QB NetApp Provider A /o, | Provider X's
request 1dpP ) NEF
e BN
* Registered in:
provider A Checks session for token
* Access for:
provider X’s introspect
resource
valid
Using location_subscriber from evolvedSg.sdk:
location subscriber.get all subscriptions(netapp _id, 0, 100)
NEF API response

Figure 15. 1QB Network Application: Implementation

In order to realize the functionality of the use case, the following containers consist the
implementation:

e The Network Application container

The Network application resides in this container. It includes a flask server with endpoints that
can be consumed by clients in order to authenticate themselves and access NEF endpoints of
their own or another provider through SSO.

e The Keycloak IdP server container

The keycloak server contains a realm and three test clients. Client secrets are transferred to the
Network application during deployment to create connectors for future communication
between the components. A user has been already onboarded. The keycloak container provides
OIDC capabilities such as producing and introspecting tokens.

e The callbacks server container

The callbacks server’s purpose is to collect notifications from any subscriptions created on NEF
by clients. This container does not directly contribute to the security aspects of the identity and
access management Network application, but rather serves as proof of proper communication
and functionality between the client, the IQB Network app and the NEF.

The full communication between the components can be summarized as the activity diagram in
Figure 16.
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Figure 16. 1QB Network Application: Activity Diagram for the components’ communication

Once the containers have been deployed, the functionality of the IQB Network app can be tested
by running the unit tests as shown in Figure 17.
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CAWindows\System32\cmd.exe

>python -m unittest NetApp-v2.py

1duTiwia2lkI

er not authenti

Figure 17. 1QB Network Application: Unit Tests Pass

3.3.3 Additional dependencies

The Identity and Access Management Network App is written in Python and is a fully
containerized implementation that depends on Docker. Keycloak v15.0.2 is required to provide
OIDC functionality. The Network app, the Keycloak server and the callbacks server can be
deployed all at once using the command "docker compose up". Scripts that are included in the
repository will set everything up and establish end to end communication between the
components. A pre-defined realm will be automatically imported to Keycloak and secret keys
are obtained by the Network app. The latter communicates with the NEF emulator and CAPIF
using the EVOLVED-5G SDK-CLI. The repository includes a Postman collection in .json format that
can be used to test all endpoints of the network application. Additionally, unit tests have been
implemented in python that can validate the functionality of the Network app. Instructions to
run the tests are included in the Readme.md file of the repository.

4.1 PURPOSE OF THE INTEGRATION TESTS (1°" ROUND)

The first round of integrations has been carried out from April 2022 to April 2023 with the aim
of ensuring seamless and reliable communication between various components within the
system, including Network Apps, Vertical Apps (vVApp), NEF, CAPIF and 5G network connectivity,
on top of the cloud infrastructure provided by the Athens platform.

In this initial phase of integration, the following components have been utilized by all the
Network Apps:

e Network Applications v3
e NEF releases up tov1.6.2
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e CAPIF releases up to v2

e SDK releases up to v0.8.7
The connectivity of 5G with the cloud infrastructure has been verified, specifically the
connection between vApps and Demokritos' 5G network.

4.2 TOPOLOGY AND SETUP

4.2.1 Network Appl: Traffic Management Network Application
The first round of integration activity included two deployments.

The first deployment started on February 10", where Telefonica's cloud infrastructure
(Openshift) has been used to deploy all the components for compatibility purposes.

The second deployment started on February 15", where the deployment of 8Bells Network
Application took place in the cloud infrastructure of NCSRD (Openstack). To test the application,
4 VMs were created to host the NEF Emulator, CAPIF, vertical Application (vApp) and the
Network Application respectively. In order to deploy the vertical application, a VPN was used to
set up the components remotely at the NCSRD infrastructure. The overall setup in a high-level
view can be depicted in the following Figure.

— e T T,

- > > N
— < 10.161.1.108 A
/
/10.161.1.107 CAPIF
VM NEF '\-.|
10.161.1.116 ™ —
OVS Switch (vApp) \
\ VM /
- _\\_ . fl __—
~ ’\\\ /

Figure 18. Demokritos Openstack Cloud Infrastructure

In each of the deployments, we have used the following versions:

e SDK tool release v0.8.9
e NEF Emulatorv1.6.2
e CAPIF Service v3.0

4.2.2 5G SIEM Network Application

The first round of integration activities took place at 23rd of February 2023 in NCSRD premises.
In the cloud infrastructure of NCSRD (Openstack), 3 VMs were created to host CAPIF, NEF
emulator and FOGUS Network Application respectively. The following resources were given to
the VM hosting FOGUS Network Application:

-2 vCPUs
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-4 GB RAM

- 20 GB Disk

During that period FOGUS application was using version 0.8.9 of SDK tools and was integrated
along version 3.0 of CAPIF and 1.6.2 of NEF Emulator.

The vertical application (OSSIM platform) was deployed on FOGUS premises and was accessible
via public IP. In figure 19, a topology of the integration activities is presented.

7). SFOGUS
OSSIM
2[VI®
= ) | A
— Network App gy dlango
openstack = s

Figure 19. 1%t Integration Activities Topology
The integration activities in sequence of steps included:

1) Deployment of CAPIF Services in Openstack VM as depicted in the Figure below.

ubuntu@opensgs-uz: ~/CAPIF_API_Services/services

Figure 20. Successful deployment of CAPIF services

2) Deployment of NEF Services in Openstack VM

20



ubuntu@open5gs-u1: ~/NEF_emulator

ubuntu@open5gs-ul: ~/NEF_emulator

$
S
S

docker compose --profile dev up

[+] Running 1/4

.t Container nef_emulator-backend-1 Creating
.t Container nef_emulator-db-1 Creating
. Container nef_emulator-mongo_nef-1 Creating

Figure 21. Successful deployment of NEF services

Figure 22. NEF is registered and onboarded to CAPIF

3) Inside the VM of FOGUS Network Application a series of actions occurred:

a. Download the code of network application
Map CAPIF IP address to the name “capifcore” by adding a record to /etc/hosts
file of FOGUS Network Application VM.

c. Edit “env_to_copy.dev” to match the correct IP addresses of CAPIF and NEF

4) Deployment of FOGUS Network Application in Openstack VM

21



ubuntu@fogus-netapp: AppS make
[+] Running 4/15
* dbnetapp Pulling

i badcefc5ab29 Extracting S==s=ss=sssssssssssssssssssssss ] 4.125MB/6.186MB
i a8f4b87076a9 Download complete
i 4b437d281a7e Download complete
i f1841d9dcb17 Download complete
i b567436¢c178 Download complete
i d59bShe914¢6 Download complete
i 991d5d9bobeb Download complete
i 4a73a9546b2c Download complete
i ©add389be22f Download complete
i fb7bd7cfbcd2 Download complete

Figure 23. Deployment of FOGUS Network Application

4.2.3 Network App3: Identity Management Network Application

The first round of integration activities took place on the 31st of January 2023 in Telefonica
premises. In the cloud infrastructure of Telefonica (openshift), 3 VMs were created to host
CAPIF, NEF emulator and IQB Network Application. The versions that were used were SDKv0.8.9,
CAPIFv3 and NEFv1.6.2.

On the 9t of March 2023, the IQB Network Application was tested on NCSRD premises as well.
In the cloud infrastructure of NCSRD (Openstack), 3 VMs were created to host CAPIF, NEF
emulator and FOGUS Network Application. The versions tested were SDKv1.0.2, CAPIFv3, and
NEFv2. During the integration activities, the following steps were performed inside the VM of
IQB Network App:

1) Downloading the code and installing prerequisites:

Select igbit@igbitserver: ~/IQB-NetApp

ne h

* not found

Figure 24. Prerequisites Setup (1/2)
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igbit@igbitserver: ~/I0B-NetApp

Figure 25. Prerequisites Setup (2/2)

2) Successfully deploying the containers

Figure 26. Start Deploying the Containers

Select ighit@igbitserver: ~/I0B-MNetApp

6.14) or ct

Figure 27. All Containers are Up and Running

3) Executing the unit tests
The unit tests were executed using the command:
docker exec igb_netapp python -m unittest NetApp-v3®

4) The final step was to test manually the endpoints using the Postman collection
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4.3 RESULTS AND TAKEWAYS

4.3.1 Traffic Management Network Application
The integration activities at Telefonica’s Openshift and NSCRD Openstack have both been
successful.

Initially, some environmental values needed to be modified to facilitate the deployment of the
application. Following this configuration, the testing was performed to ensure successful
intercommunication among all components.

< 0 Network Application HOME ABOUT
History IP Table Insert IP
13 Date Action
P Access ¥ Added Delete Update
10002 20230717 QOS NOT GUARANTEED
100041 20230717 QOS_GUARANTEED 10001  ALLOW 20230717 @ F
10001 20230717  LOCATION NOTIFICATION 10002  ALLOW 20230717 @ p
10002 20230717 LOCATION NOTIFICATION Import csv file:
10.0.02  2023-07-17 INSERT ETAGY GpXEIoU | Acv CALXBNKE KaVEVE GPKETD.
Y100

10002 20230717 SUBSCRIPTION
10004 20230717 INSERT

10.0.01 2023-07-17 SUBSCRIPTION Delete all Subscriptions
10.0.01  2023-07-17 SUBSCRIPTION w

@ Copyright 2023 | Powered by EIGHT BELLS LTD
Figure 28. Successful Execution of the 8Bells Network Application

4.3.2 5G SIEM Network Application
The breakdown of the activities and the modifications occurred for the 5G SIEM integration tests
are as follows:

After the deployment of the necessary components, the functionality of the network application
was tested, by accessing the frontend of FOGUS network application and making Monitoring
Location requests.

€ 3 C A MNotsecwe | 1016116242000 o< v D@

Figure 29. FOGUS frontend portal
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Destoard Create a subscription
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Nt of oo calbacks
T

Location Reportng v

Externalid cellig Monitoring Type wea gNeid

10001 domasn.com AAAAAL003 LOCATION_REPORTING 10001 AMAAAL

Figure 30. Successful location reporting request

« C aw ¢ | 10.161.1.162:5200/4 o< % O&

Monitoring Callbacks

shcrbe 10 Woitoreg 791

¥ Extemalid cenid Monitaring Type v

S o 1 LOCATION_REPORTING 10001
2 10001
) 0001
s 10001
6 00
7 10001
s 10001
3% i
u 10001
= ~
It LOSS_OF_CONNECTVITY 0001
1 LOSS_ OF_CONNECTVITY 0001

Figure 31. List of successful callbacks from NEF

To validate the correct communication between network and vertical applications access to the
OSSIM portal was required in order to check that an asset (device monitored by the vertical
application) has been created.
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8
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Figure 32. List of assets in OSSIM dashboard
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Figure 33. Description of the asset created after a NEF request

In conclusion, the 1% round of integration of FOGUS Network App in NCSRD’s cloud
infrastructure was successful. After some initial network configuration, the application was
correctly deployed, registered/onboarded to CAPIF and used NEF APlIs.

4.3.3 Identity and Access Management Network Application
On the first round of the integration activity in Telefonica premises, the deployment was
thoroughly tested with successful results.

On the second round of the integration activity in NSCRD premises, the identity and access
management aspects of the Network App were fully functional as dictated by the unit tests. The
unit test related to NEF connectivity failed, providing insights on how the environmental
variables need to be properly configured for proper end-to-end communication between
components. This was a minor issue and was promptly fixed.
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ighit@igbitserver. ~
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our request. Either the r is overloaded or

Figure 34. NCSRD Premises Unit Test First Execution Results

4.4 PURPOSE OF THE INTEGRATION TESTS (2"° ROUND)
The second round of integrations has been carried out from May 2023 to July 2023.

The purpose of this second integration round was to validate the use-cases utilizing the final
components of EVOLVED-5G. On the one hand, NEF, CAPIF and the SDK had been enriched with
additional features. On the other hand, SMEs finalized their Network Apps by enhancing the 3.0
version and using the last versions of NEF, CAPIF and SDK. This version 4.1 of the Network Apps
also exploited the validation pipeline before the integration test. Finally, the Networks Apps
were deployed in Kubernetes clusters in Athens premises instead of using Docker containers
running locally.

It's worth noting that until the end of WP3, it was deemed necessary for the SDK to undergo
some minor improvements, primarily aimed at enhancing functionality and addressing specific
bugs. During this second integration round, the final version of components has been utilized:

e Network Applications v4.1 v4

e NEFv2.2.2
e CAPIFv3.1.2
e SDKv1.0.8
e TSN1.21

4.5 TOPOLOGY AND SETUP

4.5.1 Traffic Management Network App

The second round of integration activities took place on 29" and 30™ of June 2023 remotely, as
physical presence was not necessary. This second round of activities aimed at the deployment
of 8BELLS Network App in the NCSRD Kubernetes platform, along CAPIF and NEF, and the
evaluation of the end-to-end communication between Network and Vertical App.
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The 8BELLS application, has been integrated with the latest versions of all necessary
components:

- Version 1.0.8 of EVOLVED5G CLI & SDK package
- Version 3.1.2 of CAPIF and
- Version 2.2.2 of NEF Emulator.

All the necessary components, including the virtual switch/vertical app, have been deployed in
the NCSRD K8s cluster. In collaboration with NCSR Demokritos the 2™ round of integration
activities included the following steps:

Step 1: To Upload the latest docker images of 8Bells Network Application in Dockerhub
(https://hub.docker.com/repository/docker/vasilis8/8bellsnetapp/general)

Step 2: Created the manifest .yaml files required for the deployment

o File 1: environment.yaml, including all environmental variables that the
Network Application uses
- ,.._.1

Figure 35. environment.yaml file
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o File 2: deployment.yaml, including all necessary configurations to create a pod
for each container

Figure 36. Part of ‘deployment.yaml!’ file

o File 3: service.yaml, including network ports that need to be exposed in each
pod.
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: Bbellsnetapp

: TCP

: 8028

Figure 37. ‘service.yaml’ file
Step 3: Perform Minor fixes to the Ingress Controller to make a successful deployment

Step 4: Testing the deployment with vApp and all the components and the integration among
them.

4.5.2  5GSIEM Network Application

The second round of integration activities took place at 28" and 29" of June 2023 remotely, as
FOGUS use case did not require any physical presence. This second round of activities aimed at
the deployment of FOGUS Network App in the NCSRD Kubernetes platform, along CAPIF and
NEF, and the evaluation of the end-to-end communication between Network and Vertical App.

FOGUS application, during the time of the integration activities, was using the latest versions of
all necessary components:

- Version 1.0.8 of Evolved5G CLI & SDK package
- Version 3.1.2 of CAPIF and
- Version 2.2.2 of NEF Emulator.
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The vertical application (OSSIM platform) was deployed on FOGUS premises and was accessible
via public IP. In figure 38, a topology that has been utilised during the integration activities is

presented.

AHESS
B
L0 Nesrp SFoGUS

Kubernetes Cluster

OSSIM
, Bk
D= FOGUS |+ a
i Network App ;
Service -

Figure 38. 2nd Integration Activities Topology

The 2™ round of integration activities included the following steps:

1) Upload the images of FOGUS network application in Dockerhub
2) Creation of 3 yaml files required for FOGUS Network Application to run on Kubernetes

platform.
a. “environment.yaml”, including all environmental variables that are imported to

the Network Application during the deployment phase

apiVersion: vl

kind: ConfigMap
fogus-configmap

NEF_ADDRESS: nefemu:4443
: admin@my-email.com
: pass
/code/capif_onboarding

ME: capifcore

: http://fogusnetworkapp-svc-be: 8000
ttps://fogusnetapp-backend. com
: https://fogusnetapp-frontend.com

SERVER: fogusnetworkapp-sve-db

: fogusnetworkapp-svc-db
"5432"
volvedb
evolveclient
POSTGRES_P IORD: evolvepass
VAPP_ADDRE 195.134.66.79:8443

Figure 39. FOGUS environment.yam|

b. “deployment.yaml”, which contains all necessary configurations to create a pod
for each container of the network application
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apiVersion: apps/vl

kind: Deployment
metadata:
name: fogusnetworkapp-dep-be
spec:
replicas: 1
selector:
matchLabels:
app: fogusnetworkapp-pod-be
template:
metadata:
labels:
app: fogusnetworkapp-pod-be
spec:
containers:
: netappdjango
: vtsolkas/fogus-network-app:netappdjango-1.1.1

imagePullPolicy: Always

command: ["./wait db.sh", "$(POSTGRES SERVER):$(POSTGRES_PORT)", "--", “sh",

envFrom:
- configMapRef:

name: fogus-configmap
ports:

- containerPort:

Figure 40. FOGUS deployment.yaml|

Ill

c. “service.yam
pod

apiVersion: vi
kind: Service
metadata:
name: fogusnetworkapp-svc-be
spec:
selector:
app: fogusnetworkapp-pod-be
ports:
- protoco
port:
targetPort:

apiVersion: vi
kind: Service
metadata:
name: fogusnetworkapp-svc-fe
spec:
selector:
app: fogusnetworkapp-pod-fe

ports:

- protocol: TCP

port: 4208
targetPort: 4200

Figure 41. FOGUS services.yam|

"docker_start_up.sh"]

, which defines all network ports that need to be exposed in each

3) Deployment of FOGUS Network Application using the above-mentioned yaml files and
making some adjustment to the Ingress Controller of Kubernetes Infrastructure. This

step was performed remotely (via internet call).
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453 Identity and Access Management Network Application

The second round of integration activities were performed on June 27%2023, remotely at NCSRD
premises. The network application was deployed alongside CAPIF and NEF on Kubernetes, and
the end-to-end communication was tested.

This version of the network application has been integrated with SDKv1.0.7, CAPIFv3.1.2,
NEFv2.2.2.

The components were deployed on Kubernetes through the following process:
Step 1: Each component was uploaded on Docker Hub:

e https://hub.docker.com/repository/docker/johnst99/igb_netapp_img
e https://hub.docker.com/repository/docker/johnst99/keycloak_img
e https://hub.docker.com/repository/docker/johnst99/callbacks

@ dockerhub | Q Search Docker Hub, Explore Repositories Organizations Help ~ ﬁ)\ johnstes +|
johnstag - rch by repository name  Q All Content -
e o P e o %o ru
B e oo fo 2 @ rubi
B o s 3oy a0 o %2 @ Pubi

Figure 42. 1QB Dockerhub images
Step 2: Manifest .yaml files were created in order to perform deployment

environment.yaml: includes the environmental variables required by the containers

"keycloak:8988/auth™
EVOLVED-5G"

N: "admin®

/app/fcapif_onboarding”

: "capifcore

CAPIF_PORT_HTTP: "B@ge"

: "callbacks:5882"
- NAn

Figure 43. 1QB environment.yam|
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deployment.yaml: includes pod configuration such as ports, environmental variable
mapping and labeling, it is the docker-compose.yml equivalent of Kybernetes

apiversion: apps/vl
kind: Deployment
metadata:
name: igbnetapp
spec:
replicas: 1
selector:
matchlLabels:
app: igbnetapp
template:
metadata:
labels:
app: igbnetapp
spec:
containers:
- name: igbnetapp
image: johnst99/igb_netapp_img
imagePullPolicy: Always
env:
- name: NETAPP_ID
valueFrom:
configMapKeyRef:
name: igbit-configmap
key: NETAPP_ID
name: KEYCLOAK_ADDRESS

valueFrom:

configMapKeyRef:

name: igbit-configmap
key: KEYCLOAK_ADDRESS
name: KEYCLOAK_REALM
valueFrom:
configMapKeyRef:
name: igbit-confipmap
key: KEYCLOAK_REALM
name: KEYCLOAK_ADMIN
valueFrom:
configMapKeyRef:
name: igbit-configmap
key: KEYCLOAK ADMIN
name: KEYCLOAK_ADMIN_PASSWORD

valueFrom:

Figure 44. 1QB deployment.yaml|

service.yaml: includes the port mappings and protocol that need to be exposed on the
services
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apiVersion: v
kind:
metadata:

name: igbnetapp
spec:

selector:

app: igbnetapp

ports:

- protocol: TCP
port: 5é
targetPort:

apiVersion:
kind: Service
metadata:

name: keycloak
spec:

selector:

apiVersion:

kind: Service
metadata:
name: callbacks
spec:
selector:
app: callbacks
ports:
- protocol: TCP
port: 5882

targetPort: 5

Figure 45. 1QB service.yaml

Step 3: Setting the proper Ingress rules



$ kubectl describe ingresses

\ELTEH nef-ingress
Labels: app=nginx-ingress
Namespace: default
Address: 10.220.2.201
Ingress Class: nginx
Default backend: <default>
TLS:
test-tls terminates validation-athens.com
Rules:
Host Path Backends
validation-athens.com
nef-backend:80 (10.244.1.126:80)
mongocapif.com
capif-mongo-express:8082 (10.244.1.65:8081)
mongonef .com
mongo-express:8081 (10.244.1.248:8081)
igbitnetapp.com
/ 1igbnetapp:5000 (10.244.1.75:5000)
Annotations: <none>
Events:
Type Reason Age From Message
Normal Sync 2m23s (x8 over 10d) nginx-ingress-controllerl Scheduled for sync
! $

Figure 46. 1QB Ingress Rules

Step 4: Deployment of each service using the manifest files

H $ kubectl get pods -o wide

NAME STATUS RESTARTS AGE 1P NODE NOMINATED NODE  READINESS GATES
api-invocation-logs-6b96f499¢c-pxmlv Running © 52m 16. % & nef-worker  <none> <none>
apl-invoker-management-5888597bb-k2np5 Running 2 (52m ago) 52m 16. .1.249 nef-worker  <none> <none>
api-provider-management - 55f99cff9f-x7x9d Running 2 (52m ago) 52m 5 .1, nef-worker  <none> <none>
backend-55498549c6-mvnns Running TmiSs . .1.126 nef-worker <none> <none>
callbacks -bccc66cfd-zpvwp Running 52s . 1. nef-worker  <none> <none>
-events-8476b4875d- twf5g Running 52m .244.1. nef-worker  <none> <none>
-mongo-7d89c9f6f8-k2s2b Running 52m .244.1. nef-worker  <none> <none>
if-mongo-express-7d547fd679- j6tzt Running (51m ago) 52m % i & nef-worker  <none> <none>
-routing-info-5d8fd667b-vormm Running 52m 3 ode nef-worker  <none> <none>
-security-758c9bcdb8-414rf Running (52m ago) 52m o % & nef-worker <none> <none>
db-65465448bd -w67kd Running 7m16s . .1. nef-worker  <none> <none>
easy-rsa-88f8cd5b5-5Sngnr Running 52m A o1d nef-worker  <none> <none>
igbnetapp- fd8c86bdb-hp9tb Running 52s B 2% M nef-worker  <none> <none>
jwtauth-5cdfb84bSc-2mkck Running (52m ago) 52m 5 o1a nef-worker  <none> <none>
keycloak-6966fd4cdb-2kzp8 Running 52s .244.1. nef-worker  <none> <none>
logs-5d499587f4-6xsnc Running 52m .244.1. nef-worker  <none> <none>
mongo-express -6c9ccIf746-xgxj7 Running (7m13s ago) Tmi6s . .1, nef -worker <none> <none>
nef -mongo-9b85fcda4-t92bk Running Tm16s . 1. nef-worker  <none> <none>
nginx-578d7d64f8-d42bc Running 52m 5 i & nef-worker  <none> <none>
published-aplis-5ff8f5fadd-j7iag Running 52m . 1. nef-worker  <none> <none>
redis-7c8976bb95-xtpg8 Running 52m o % 65 nef-worker  <none> <none>
reverse-proxy-84b8865bf6-71s5]j Running 7m15s . o1 nef-worker  <none> <none>
service-apis-d5645c484-d2946 Runnin 52m ,244.1. nef-worker  <none> <none>

Figure 47. 1QB Pods Deployed

Step 5: Performing unit tests and additional functionality tests.



4.6 RESULTS AND TAKEAWAYS

4.6.1 Traffic Management Network Application

After the successful deployment and testing of the Network Application in the NCSRD
Kubernetes platform, we proceeded to test the end-to-end functionality. Following are some
screenshots running the Network application after deployment.

thon- requ:
thon- reques

Figure 48. Capif logs during the runtime of the Network Application

$ kubectl logs -f 8bellsnetapp-7f87c5f9cd-jgmsk
Your netApp has been successfully registered and onboarded to the CAPIF server.You can now start using the evolved5C SDK!

Initializing Database..
Netapp running..

* Serving Flask app 'app

* Debug mode: on

* Running on all addresses (0.0.0.0)
* Running on http://127.0.0.1:5000
* Running on http://10.244.1.172:5600

* Restarting with watchdog (inotify)

Initializing Database..
Netapp running..

* Debugger is active!

* Debugger PIN: 903-608-157

10.244.1.224 [30/Jun/2023 12:18:33]

10.244.1.224 - - [30/Jun/2023 12:18:33]

10.244.1.224 - - [30/Jun/2023 12:18:33] "GET /static/EVOLVEDSG.png HTTP/1.1" 200 -
1

"GET /netapp HTTP/1.1" 200 -
ET /static/css/main.css HTTP/1.1" 200 -

10.244.1.224 - - [30/Jun/2023 12:18:33
Working with ip: 10.0.0.1
Trying New QoS subscription with ip: 10.0.0.1
--- Subscribed to Qos successfully with id 649ec824afda33a15f30c2d9----
Trying New location subscription with ip: 10.0.06.1

Subscribed to Location successfully with id 649ec825afda33a15f30c2da
10.244.1.224 - - [30/Jun/2023 12:18:45] " 302 -
10.244.1.224 - - [30/Jun/2023 12:18:45] "GET /netapp HTTP/1.1" 200 -
10.244.1.224 - - [30/Jun/2023 12:18:45]
10.244.1.224 - - [30/Jun/2023 12:18:45]
Working with ip: 10.0.0.2
Trying New QoS subscription with ip: 10.0.0.2
--- Subscribed to Qos successfully with id 649ec82eafda33a15f30c2db----
Trying New location subscription with ip: 10.0.0.2
--- Subscribed to Location successfully with id 649ec82fafda33a15f30c2dc----
10.244.1.224 - - [30/Jun /2023 12:18:55] " 302 -
10.244.1.224 - - [30/Jun/2023 12:18:55] "GET /netapp HTTP/1.1" 200 -

"GET /static/8bells_research.png HTTP/1.1" 260 -

Figure 49. 8Bells Network Application runtime output log 1
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Working with ip: 10.0.0.3
Trying New QoS subscription with ip: 16.0.8.3
Subscribed to Qos successfully with id 649ec834afda33al15f30c2dd-
Trying New location subscription with ip: 10.0.0.3
--- Subscribed to Location successfully with id 649ec835afda33al5f30c2de----
10.244.1.224 - - [30/Jun/2023 12:19:01] " " 302 -
10.244.1.224 - - [30/Jun/2023 12:19:01] "GET /netapp HTTP/1.1" 200 -
10.244.1.224 - - [30/Jun/2023 12 " 304 -
10.244.1.224 - - [30/Jun/2023 12 " 304 -
New event notification retrieved:
New event notification retrieved:
10.244.1.48 - - [30/Jun/2023 12:19:10] "POST /monitoring/callback HTTP/1.1" 200 -
New event notification retrieved
10.244.1.48 - - [30/Jun/2023 12:19:10] "POST /monitoring/callback HTTP/1.1" 200 -
New event notification retrieved:
sudo ovs-ofctl -0 OpenFlowl3 add-flow Firewall dl_type=0x0800,ip_src=10.0.0.2,priority=100,hard_timeo 60,actions=goto_table:100
sudo ovs-ofctl -0 OpenFlowl3 add-flow Firewall dl_type=0x0800,ip_src=10.0.0.1,priority=100,hard_timeout=360,actions=goto_table:100
QOS_GUARANTEED
10.244.1.48 - - [30/Jun/2023 12:19:12] "POST /monitoring/callback HTTP/1.1" 200 -
QOS_GUARANTEED
10.244.1.48 - - [30/Jun/2023 12:19:12] "POST /monitoring/callback HTTP/1.1" 200 -
New event notification retrieved
10.244.1.48 - - [30/Jun/2023 12:19:16] "POST /menitoring/callback HTTP/1.1" 200 -
New event notification retrieved:
sudo ovs-ofctl -0 OpenFlowl3 add-flow Firewall dl_type=0x0800,1ip_src=10.0.0.3,priority=100,hard_timeout=360,actions=goto_table:101
QOS_NOT_GUARANTEED
10.244.1.48 - - [30/Jun/2023 12:19:17] "POST /monitoring/callback HTTP/1.1" 200 -
10.244.1.224 - - [30/Jun/2023 12:19:21] "GET /netapp HTTP/1.1" 200 -
10.244.1.224 - - [30/Jun/2023 12:19:21] " " 304 -
10.244.1.224 - - [30/Jun/2023 12:19:21] " " 304 -
10.244.1.224 - - [30/Jun/2023 12 21] "GET /static/8bells_research.png HTTP/1.1" 200 -
New event notification retrieved:
10.244.1.48 - - [30/Jun/2023 12:19:34] "POST /monitoring/callback HTTP/1.1" 200 -
New event notification retrieved:
sudo ovs-ofctl -0 OpenFlowl3 add-flow Firewall dl_type=0x0800,1ip_src=10.0.0.3,priority=100,hard_timeout=360,actions=goto_table:100
QOS_GUARANTEED
10.244.1.48 - - [30/Jun/2023 12:19:35] "POST /monitoring/callback HTTP/1.1" 200 -
New event notification retrieved
10.244.1.48 - - [30/Jun/2023 12:19:41] "POST /monitoring/callback HTTP/1.1" 200 -
New event notification retrieved:
10.244.1.224 - - [30/Jun/2023 12
10.244.1.224 - - [30/Jun/2023 12 " 304 -
10.244.1.224 - - [30/Jun/2023 12 " 304 -
10.244.1.224 - - [30/Jun/2023 12:19:41] "GET /static/8bells_research.png HTTP/1.1" 200 -
sudo ovs-ofctl -0 OpenFlowl3 add-flow Firewall dl_type=0x0800,ip_src=10.0.0.3,priority=100,hard_timeout=360,actions=goto_table:100
QOS_GUARANTEED
10.244.1.48 - - [30/Jun/2023 12:19:42] "POST /monitoring/callback HTTP/1.1" 200 -

Figure 50. 8Bells Network Application runtime output log 2
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Figure 51. NEF deployment topology scenario for 8BELLS Network Application

The scenario consists of 4 cells and 3 UEs located in the campus. The UEs move on a
predetermined path with different speeds to simulate different outcomes.

The following Figure depicts a live representation of the 8BELLS Network App, where the
‘History’ table captures the UE subscriptions, and NEF notifications that show QoS status &
location. The ‘IP Table’ shows the UEs that are registered in Network App, while those that have
‘allowed’ status are also configured in the vApp.
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GA

~ Add IP address |
History IP Table o NetApp N Insert IP
P Date Action
P Access ¥ Added Delete Update
10003 20230309  QOS_NOT_GUARANTEED
10001 20230300  QOS GUARANTEED 10001  ALOW 20230309 @ £
10003 20230309  LOCATION NOTIFICATION [ 10003  auow 20230300 @ £ |
100041 2023-03-09  LOCATION NOTIFICATION \ Import csv file:
10.0.03  2023-03-09 INSERT import csviie| | 1, [ Emhoyn apxeiou | Acv emAEXBNKe KavEVa GPXEi
IP Information to insert many eom— i —
« IP Address. YroBoAr
* VAP Access
10003  2023-03-09 SUBSCRIPTION s
« Button to remove IP
10001  2023-03-09 INSERT B e i okonation
10001  2023-03-09 SUBSCRIPTION Delete all Subscriptions
10001  2023-03-09 SUBSCRIPTION ("~ NetApp Logging Service. / iz}
« IP Address Button to delete all QoS and e
« Date action took place Location Subscriptions
« Information about the action
© Copyright 2023 | Powered by EIGHT BELLS LTD

Figure 52. 8BELLS Network Application high level overview of front-end interworking with all components (NEF &
CAPIF)

4.6.2  5GSIEM Network Application

After the successful deployment of CAPIF, NEF and FOGUS network application in NCSRD
Kubernetes platform, the functionality of the network application and the end-to-end
communication with the Vertical Application (OSSIM) has been tested. The initial step was to
access the frontend of FOGUS network application at the following url: “https://fogusnetapp-
frontend.com”. Due to the fact that the Kubernetes platform exposed the ports inside NCSRD
local network, the use of a VPN was required to enter on it remotely. Having access to FOGUS
frontend application, FOGUS scenario has been imported to NEF emulator and then some
Monitoring Location requests from the Network Application were performed, that are depicted
on the figures below.

[# Alienvault 0ssiM [alienv: x | @ Login|Django siteadmin x = F Netappfe x| @ map * 4

& > © A Notsecure | hitgs//validation-athens.com/map

Figure 53. Import FOGUS scenario in NEF Emulator
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[E) Alienvault O5siM [alieny. x | @ Login|Djangositeadmin x = | Netappfe x | @ map x|+ v 8 0 &

<« C A Notsecure | hitps//fogusnetapp-frontend.com/monite it < % 0@

Dashboard Create a subscription

Subscribe to Moritoring AP

1 v

sign out
Number of Monitoring callbacks
( UE 10001 v

(T Location Reporting v/

External Id cellid Monitoring Type 1P gNBId

10001@dormain.com AAAAALD0B LOCATION_REPORTING 10.0.0.1 AAAAAL

Figure 54. Succesful one time Location Monitoring subscription

[8 Alienvault ossiM [alienv: x | @ Log in |Djangositeadmin x | F' Netappfe * | @ map x| + v o B =

<« C A Notsecure | hites//fogusnetapp-frontend.com/monitorsubscribe < a O 2

Dasnboad Create a subscription

scribe to Mor

10 v
Sign out

Number of Monitoring callbacks

[T —

Location Reporing )

Figure 55. Succesful multiple times Location Monitoring subscription

[®) Alienvault OSSIM [alieny x | @ Login|Djangositeadmin X ' Netappfe x | [ Map x| 4 v 8 X
& C A Notsecure | https;/fogusnetapp-frontend.com/dashboard < % 0O & :
Dashboard Monitoring Callbacks
Subscribe to Monitoring API # External Id cellid Monitoring Type Pva
Sign out 1 10001@domain.com AAAAAL006 LOCATION_REPORTING 10001

2 10001@domain.com AAAAAL00L LOCATION_REPORTING 10001

3 10001 @domain.com AAAAAL003 LOCATION_REPORTING 10001

4 10001@domain.com AAAAA10D4 LOCATION_REPORTING 10001

5 10001@domain.com AAAAAL006 LOCATION_REPORTING 10001

6 10001@domain.com AAAAALD0L LOCATION_REPORTING 10001

7 10001@domain.com AAAAALD02 LOCATION_REPORTING 10001

8 10001@domain.com AAAAAL003 LOCATION_REPORTING 10001

9 10001@domain.com AAAAAL0D4 LOCATION_REPORTING 10001

10 10001@domain.com AAAAALO06 LOCATION_REPORTING 10001

n 10001@domain.com AAAAALDOL LOCATION_REPORTING 10001

2 10001@domaincom AAARALOD2 LOCATION_REPORTING 10001

Figure 56. List of returned callbacks
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8 Alienvault OSSIM x | @ Login|Djangositeadmin x | [ Netappfe x | @ map x4 v O e 8

€ > C A Notsecure | Btps//195.13466797443/ossim/i ntassetsfassets Q<% O&
DASHBOARDS ANALYSIS ENVIRONMENT REPORTS CONFIGURATION
Show Assets Added ™ HGSETIZ-T68-T-18 WiRdows XP72001 )
O Last Day a
Last Week (J  Host-192-168-1-17 192.168.1.17 2 No
J Last Month
O Date Range [J  Host-192-168-1-16 192.168.1.16 Windows XP/2000 2 No
Last Updated
= [J  Host-192-168-1-15 192.168.1.15 Windows XP/2000 2 No
U Last Day
O Last week .
O iainiit (J  Host-192-168-1-14 192.168.1.14 Windows XP/2000 2 No
O pate Range
(J  Host-192-168-1-13 192.168.1.13 2 No

MORE FILTERS (] Host-192-168-1-12 192.168.1.12 Windows XP/2000 2 No

O Host-192-168-1-10 192.168.1.10 Windows XP/2000 2 No

[  10001-domain-com 10.0.0.1

Mobile:Cell
Phone 2 No

© COPYRIGHT 2023 ALIENVAULT, INC. | LEGAL

Figure 57. UE presented in list of OSSIM assets

[ AlienvaultOssit[aliens x | @ Login|Djangositeadmin x | F Netappfe x | O map x| + -~ 8 & &

€ C A o

£ps //195.134.66.79:7443, wenw a 153 03140646F 6061696E2E636F 60

&

DASHBOARDS ANALYSIS REPORTS CONFIGURATION
ASSETS & GROUPS o

ASSETS ASSET GROUPS NETWORK NETWORK GROUPS {EDULE SCAN
Assel Details m

10001-domain-com ASSET LOCATION

10001

- v
Map Satellite Tsofoy H
>

Asset Value Device Type Networks Sensors
012345 Mobie-Cell Phone Unknown Unknown

Model

Unknown

Asset Type

External

Description

Unknown -

. Poitar,
Google Keyboard shortcuts  Wap o 52023 Gaogle  TermaofUse

VULNERABILITIES ENVIRONMENT STATUS

@ HIDS

@ Automatic Asset Discovery

Figure 58. Location of UE depicted in OSSIM

4.6.3 Identity and Access Management Network Application

After the successful deployment of CAPIF, NEF, IQB’s Network App, Keycloak and the callbacks
server in the NCSRD Kubernetes platform, the functionality of the network application and the
proper communication of the components had to be tested. First unit tests were run by
executing a shell command inside the pod. Then, further testing was performed using Postman
towards the url: “https://igbitnetapp.com”. Finally, a Monitoring subscription was set up in
order to test the proper reception of callbacks upon the UEs cell change. The following Figures
present the aforementioned process regarding the unit tests and the testing of the end points
respectively.
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5G

S kubectl exec -it lqbnetapp-fd8c8sbdb-hpdtb /bin/bash
4D) {s DEPRECATED and will be removed in a future version. Use kubectl exec [POD) -- [COMMAND] instead
86bdb-hp9tb: /app# python -m unittest NetApp-v3.py
usr/local/Uib/python3.9/site-packages/requests/_inlt_.py:102: RequestsDependencyWarning: urllib3 (1.26.16 ardet (5.1.8)/charset_normalizer
warnings.warn(“urllib3 ({}) or chardet ({})/charset normalizer ({}) doesn't match a supported

Authorized access: Logged out

isuse (logged n): De-authenticated due to misuse
User forcefully logged out: User not authenticated

Misuse (logged out): De-authenticated due to misuse

Login fall: Invalld credenttals.

Login fail due to provider: Invalid information.

Logln succes: en” : "eyJhbGCLOLISUZ T INUI STARSCCIQOLALS LAUT twl a2 LT LAGTCIVAF hZdBS tZTRHQONME TNDHFNMWW1SHHA.
/usr [local/1ib/python3.9/site-packages/urllib3/connectionpool.py:1056: InsecureRequestWarning: Unverified HTTPS request is being made to host ‘nefemu’. Adding certificate ves
26.x/advanced-usage .htmi#ssl-warnings

warnings..warn(

0

s

Get subscriptions
Unauthorized access

Ran 8 tests \n 1.61ds

ok

Figure 59. 1QB UnitTests

use /Local/\b/oy o 111b3/comectionpool . py: secureRequestiarning: Unverified NTTPS request is nefenu’ . Adding certificate verification s strongly advised. See: https://urllibd.re
advanced-usage.h
»arnings.warn
2 23/subscriptionsskip=alintt=100 HTTP/1.1"

eRequestiarning: Unverified HTTPS request is being made o host ‘nefend’. Adding certificate S o5://ur LB, re
23/subscriptions skip=64Lntt=100 HTTP/1.1"

28] *POST /login HIT) 2
es/url1b3/connect{onool..py: tequestiarning: Unvertfled HITPS request ts nefenu’. Adding certificate verfication s strongly advised. See: https://urlLib.re:

10:23:34] "POST tptions HIT 200

e-packages /urlLh3 /connects y:1056: I ecuestiarning: Unverified HTTPS request 1s belng made to host Addtng certiric ? ongly See: https://urlliba.re

Fptions/649ab8465483104T2168CST1 HITP/1.1% 200
tharning: Unver\fied HTT belng made to host “nefenu’. Addlng certific ee: https://urllib. re

1 HITP/1.1
15 belng made to host 'n Addtng certific s i 1/ JortUb. e

Figure 60. 1QB Endpoints Testing

The following actions were also tested:
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o

= Home Workspaces v  Explore Q search Postman

')
& sonm N H

& Working locally in Scratch Pad. Switch to a Workspace:

Scratch Pad New  Import < (5] Global:  GET 3gpp CET 3gp @ 3g;@® PUT3gp @ DEL3gp @  CET flogo > + e No Enviranment ~
‘g + RD / 3gpp- read sub [Eisave ~ o= =l
Callections

v KybernetesNCSRD
&b >[5 Deprecated GET v - iiv1i3gpp ing il i 21e8¢571 m

APis

ceT 3gpp-monitoring-event read all
Params  Autherization  Headers (10)  Bodye  Pre-requestSeript  Tests  Settings Cookies.

GET 3gpp-monitoring-event read sub

Query Params

3gpp ing create
KEY VALUE DESCRIPTION wo  Bulk Edit
= 2UT 3gpp-monitoring-event update
Mock Servers EEL 3gpp-monitoring-event delete .. Key Value Description
Mogin
Body Cookies (1) Headers (6) Test Resuits @ Status: 200 0K Time: 991ms Size: 6408 Save Response ~
Monitors GET flogout —
pATCH MISUSE Pretty ~ Raw  Preview  Visualize JSON v [ e}
0]
History R 1 {'externslid’: '199028domain.com’,
> NetApp 2 pvd_addr': '10.8.8.2',
3| 'link’: *http: //nef-backend/nef/api/v1/3gpp-monitoring-event/vl/myNetapp/subscriptions/649abBab5daalbd7desc571" ,
2 OpeniD Connect 4 | ‘maximum_number_of _reports’: 108,
5 'monitor_expire_time': datetime.datetime(2023,
3 11,
7 29,
2 13,
9 48,
10 39,
1 708688, tzinfostzlocal()),
12 ‘monitoring_type’ "LOCATION_REPORTING" ,
13 'notification_destination’ *http: //callbacks:5802/monitoring/callback’}

© Runner T
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Figure 62. 1QB Reading specific subscription
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3 notificationdestination s "http://callbacks: 5902/monitoring/callback”,
flogin a ‘moni toringType™: -"LOCATION_REPORTING",
- s ‘maxinumllunber0Reports”: 100,
LT (s & | "monitorExpireTine": "2023-11-20T13:40:38.7082"
oTCH MISUSE 7
> NEFEmU
History Body Gookies (1) Headers (6] Test Results @ Status: 200 0K Time: 942ms Size: 6406 Save Response v
> NetApp
 Gpend Comct s G S Q
1 {'externslia’: '10002domain.com’,
2 ‘ipva_acer': '10.0.0.2',
3 Clink': Chetps //nef- pi/v1/3gpp ing-event/: i "
& meximum_nunber_of reports': 100,
5 'monitor_expire_time': datetime.catetine(2023,
5 1,
7 2,
s 13,
e 8,
10 39,
1 788000, tzinfo=tzlocal()),
12| ‘monitoring_type': 'LOCATION_REPORTING',
13 | 'notification destination': 'http: //callbacks:502/monitoring/callback’}
ED  QFindandReplace B Console © Runner [T B o

Figure 63. 1QB Creating a subscription

GA

&

43



B

evolved

Home

Scratch Pad

D4.6 Network Apps for Security Guarantees and Risk Analysis

o T

Coliections.

&
anis

Envionments

[}

Mock Servars

Monitors

Histary.

ED Ot Find and Replace

>

>

>

Home

Scratch Pad

pw)

Collections

S
anis

Envionments

[}

Mock Servers

Monitors

History

Bl QFind and Replace

Number 101016608

Q Search Postman

Workspaces v Explore
2 Working locally in Scrateh Pad. Switch to a Workspace
vew! [import| < | (5 clota o . sa® |mragpe | oo s e 5 e
= KybemelesNGSRD | 3gpp-monitoring-event update B save
KybernetesNCSRD
> [ Deprecated PUT < | I 1 1e8e571
GET 3gpp-monitering-event read all
Paams  Authorization  Headers (10)  Bodys  Prerequest Seript  Tests  Settings
GeT 3gpp-monitoring-event read sub —
none @ form-data @ x-www-form-uriencoded @ raw @ binary @ GraphGL  JSON
3gpp-monitoring-event create N “ - @rw @ birary @ Sraphd
21 3gpp-monitoring-event update 1
55 3gpp-monitoring-event delete . 2 | Texternalld’: "100028donain. con,
ER e “hep//eslloacks: 1ibackr,
Jlogin 4 LOCATION_REPORTING
o 5 | nexinumiumberofieports”:
(= 6 | monitorExpireTine": "2022-12-30T14:12:24.3902"
7

paTcH MISUSE

NEF Emu Body Cookles (1) Headers (6)

Netapp

Pretty  Raw  Preview

OpeniD Connect

{external_id

Test Results

Visuslize  JSON v

*108026d0ma in. com ',

No Environment

@ Statws: 200 0K Time: 758 s Size: 6408

1
2 4_addr’: '10.0.0.2°,

3 pi/v1s: itor ing-event/v1 ipti
4 | ‘maximun_number_of_reports': 111,

5 | ‘monitor_expire_time': datetime.catetime(2022,

B 12,

7 38,

8 1,

9 12,

10 24,

n 390000, tzinfostzlocal()},

12 'monitoring_typs': 'LOCATION_REPORTING',

13 | ‘notification_destination': 'http: //callbacks:563/monitoring/callback’}

B console

Figure 64. 1QB Updating a subscription

Cookies

Beautify

Save Response ~

E Runner [T

.
Workspaces < Brpore p— & s -
&% Working locally in Scratch Pad. Switch to a Workspace
New Import ¢  [S]Gioba 3gpp- 3 @ 3@ UT3go e Dilign @  GeT flogo 5 4 = NoEmvironment -
+ on RD | 3gpp- g Rsave ~ o= 7 B
v KybermetesNCSRD
b Bz DELETE N - o N ' esean m
GET 3gpp-monitoring-event read all
Params  Authorization  Headers (10)  Bodye  Pre-requestScript  Tests  Settings Cookies
GET 3gpp-monitoring-event read sub —
Query Params
3gpp-monitering-event create
KEY VALUE DESCRIPTION oo BulkEdit
PUT 3gpp-monitaring-event update
0L 3gpp-monitoring-event delete ... Key Value Description
flogin
e Body Cookies (1) Headers (6) TestResuts @ Status: 200 0K Time: 898 ms Size: 6406 Save Response v
PATCH MISUSE Pretty  Raw  Preview  Visualize  JSON v Q
> NEFEmu
1 {'externslia’: '10002domain.com’,
> NetApp 2 ‘ipvaacer': '10.0.0.2°,
3 OpeniD Conneet R cs pi/v1/3gpp ing-event/ s
& meximum_nunber_of_reports': 111,
5 ‘monitor_expire_time': datetime.datetine(2022,
5 1,
7 £
s 14,
e 12,
10 2,
1 330000, tzinfo=tzlocal()),
12| ‘monitoring type': 'LOCATION_REPORTING',
13 | 'notification destination': 'http: //callbacks:5602/monitoring/callback’}

& Console

Figure 65. 1QB Deleting specific subscription

@ Runner

ar

Q

o>

>

GA

44



evolved

D4.6 Network Apps for Security Guarantees and Risk Analysis

Number 101016608

RS
= ome vorspaces v Bl Epa— & & s - o ox
&3 Working locally in Scratch Pad. Switch to a Workspace X
Scrateh Pad New mport < ceTagpp . GET3gp @ 3@ UT3gp e OoL3ge @  GET flogo fogir > 4 w=  NoEnvironment v
+ | = = KybemetesNCSRD / flogin v 7 B B
Collctions.
v KybemetesNGSRD
& >[5 Deprecated POST v ({kybemetes_location)/login m 5]
01e
cET 3gpp-monitoring-event read all
Params  Authorization  Headers (10)  Bodye  Pre-requestScript  Tests  Settings Cookies (/>
GET 3gpp-monitoring-event read sub —
. Query Params
B 3gpp-monitoring-event create
. KEY VALUE DESCRIPTION o BUIKEt
= #UT 3gpp-monitoring-event update
Mock Servars 3gpp-monitering-event delete .. Body Cookies (1) Headers (7) TestResults @ Status: 200 0K Time:16Zms Size: 426KB  SaveResponse v
Jlogin -
Pretty  Raw  Preview  VisuslizZe  JSON v mQ
Nonitors ceT flogout
1 1
o e MIsUsE 2 "access_token":
oo > NEFEMU "eyInbGC0175UZI i ISTnRSECIE01A1S1AUT nia21k LEAGICIVAFhIGOTE TUS3YnSPCEByOKZS1ITInG.
N ey 43 3 PACTBHTY4Nzg 2MTQuCei anRpT S01Y3Z1¥Z g3y L YmF kY S00NIF 1LTh3ZDHEN Jk 4DBKYWNNODK3 T i aXNZT jo3aHROE
28 NetApp DovL2tiel 3¢ FZFRCO1Ry TS TnN1VAT SInEZHRM2Z VAL A T CENGUNZSIh Yl TFZg40TEWZGY3 VAT STRSCC
b EEDETS T6TkI1VXI1 2 IsTnf6eCTeInZpeniol TiwicaVzcalu LLTHSDQENG 23V SLE0GY L TTxZUM(OTE0GURYS T sInf
JCATETIELLCINDGRV2VL aHRBCHIBL NTAUNCIGLCIYT €3110n51nasTXMOLS 1027 MG 1UZVONY2NL
C3MELCI1WFFYXVRAGIYaXPNAGL YD1 IS TnR1Z0F LbHQECASS ZXEaXF 1 LS LGGFNCCIG FSui 2y CGUI01 Icnamaki 1 TGVEYHILsTiwic2 1K I J01Y2HA0GU4N
GUH2MAIICOOZRNALUTAZSULFL Tiwizi LCauvkaLT ivichl
JUVHILT Joi c2FtcGxLdxlciTsT 01 11501 T4 ZHIhabi0LD
AZXM0GATYYLSLmvES J9.
FoButF5h0B_FoakQy ZaFioa peIIFC SA3KnKaFIZPPLsVACCp2 _pHIHICbaI43CT JorEin
PCIVRKVERZV: 2u_jExo3e-D5yTyBCL ap)
SeTryTS4_TimlaVinB- tunGK1B00BENr]0u0£3)0GF 71HSUS cmcclK3EG2PKU_cqlAdé 1F xuSgEVao_BISKERVINERUSnOGYFeg™,
3 "expires_in": 300,
a “not-vefore-policy
5 “refresh expires in": 1800, 1
ED  QFindandReplace B Console © Runner I 2]
= Home Workspaces v Explore Q Soarch Postman & & som m - X
2 Working locally in Scratch Pad. Switch to a Workspace %
Scrateh Pad New mport ¢ Igpp T igp @ e Wik e T fogor ogic >+ = - B
+ ®°  KybernetesNCSRD / flogout o - 4 B
Coloctans
v KybemetesNCSRD
’ e 3gpp-monitoring-event read sl -
Params  Authorization Hesders(6)  Body  Pre-requestSeript  Tests  Settings Cookies
E £1 3gpp-montoring-event read Sub
o Query Parame
3gpp-monitoring-event create
KEY VALUE DESCRIPTION e BUIKEdit
= 1 3gpp-monitoring-event update
Mock Servers o£t 3gop-menitoring-event delete... !
fogin
e — Body Cookies Headers (5) TestResuls € Status 2000k T 88ms Sz3048  SaveResponse
- PA7cst MISUSE Pretty  Raw  Preview  Vistlze  JSON v mQa
i > NEFEmU
il 1 Logaed out
> Netapp
> OpeniD Connect
el ind and Replace B Cansole B Runner o o
= e .
= Home Workspaces v  Explore Q, Search Postman o §  Signin m - X
2 Working locally In Scratch Pad. Switch 10 a Workspace x
Serateh Pad New Impert ¢ @ p e oa gy e o cims 5 Kyoe > 4 e NoEmirom v B
a + = SRD | MISUSE v e 7 B B
‘Canections
v KybemetesNCSRD
APts
ceT 3gpp-monitoring-event read ail E
Paramse  Authorization  Headers(8)  Body  Pre-requ ot Tests Cookies <>
E 2T 3gpp-monitoring-event read sub
— Query Params
3gpp-monitoring-event create D
; KEY VALUE DESCRIPTION cee Bulk Edit
#u1 3gpp-monitoring-event update
ceL 3gpp-monitoring-event delete sip o
flogin imit 100

ST flogout

Paic MISUSE
s NEFEmu Bogy 6) TestResuits @ Stotus 403 FORBIDDEN Time: 63ms Size: 3318 Save Response
> NetAgp Prety  Raw  Preview  Visualize SON ~ T3 mQa
> CpeniD Connect 1 De-suthenticated due to misuse
m eplace [ Gonsole [op—

De:

Figure 68. IQB Attempting misuse / malicious endpoint usage
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Finally, a scenario to test callbacks was set up. A subscription for UE2 was created via a Postman
request. When the UE changes cells, the callbacks server should receive a notification. The

overall process is depicted in the following Figures 69-71.
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Figure 69. 1QB The UE is about to leave cell 10001
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Figure 70. 1QB The UE connects to cell 10002

§ $ kubectl logs -f callbacks-bccc66cfd-zpvwp
initiating
* Serving Flask app 'callbacks’
* Debug mode: on

Running on all addresses (0.6.0.0)
* Running on http://127.0.0.1:5002

Running on http://106.244.1.58:5602

Restarting with stat
Debugger is active!
Debugger PIN: 984-372-257

Figure 71. 1QB The callback for cell change is received
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5 CONCLUSION AND NEXT STEPS

The work presented in this deliverable describes in detail the final prototype of the Network
Apps developed within the Security Guarantees and Risk Analysis pilar in the EVOLVED-5G
context, driven by Task 4.4. Moreover, detailed descriptions of the two iterations of integration
tests that the Network Apps have undergone on top of the EVOLVED-5G infrastructure,
specifically on the Athens platform, are provided. With the second round of integration tests,
the Networks Apps of the SEC pillar have reached their final stage, interacting with the last
versions of NEF and CAPIF through the SDK and communicating with their respective vApp(s).
The three SME use-cases have been also validated and such results highlight the fact that the
Network Apps reached a mature enough state to be used by other SMEs through the Evolved-
5G Marketplace.

The next steps will take place within the scope of WP5. SMEs have already started to use the
validation pipeline to check their Network Apps. When they pass the final validation and
certification steps, the Network Apps will be ready to be made publicly available through the
EVOLVED-5G Marketplace. This way, other professionals and researchers will be able to use
these applications, learn from them and build their own following the EVOLVED-5G
methodology and pipelines.

Network App1: Traffic Management

The 8BELLS Traffic Management application extends the functionality of a standard firewall by
also taking into account any parameters that can be exposed by the 5G network. By leveraging
these parameters, we can implement advanced security policies towards a Zero-Trust approach.

As demonstrated, the integration of a firewall with the 5G network control plane can greatly
enhance the functionality and usefulness, for example by taking into account 5G network
conditions (e.g., high traffic, congestion, etc.) and adjusting the firewall rules accordingly.

In the future, leveraging additional parameters exposed by the 5G network APls, could create
more complex security policies to cater to any Industry 4.0 use case. Such use cases could for
example take into account the user device location within the 5G network in applying
customized security rules.

During the two rounds of integration activities that took place, as described in the relevant
sections previously, it was also proven that the overall deployment is flexible, quick, easy to test,
and can easily be upgraded (hot fixes), due to the dockerization of the Network Application and
the Kubernetes deployment environment.

Network App2: Secure and trusted event management system

FOGUS SIEM platform (OSSIM) offers a solution for security and event monitoring in a network
infrastructure. Extending the SIEM system with 5G capabilities (by adding some plugins to SIEM
platform and implementing the Network Application) gave the SIEM system the opportunity to
access 5G security information, such as real-time location monitoring of UE and feedback on the
security status of the 5G NPN devices, through the native 5G APIs.

Also, the increased network performance of the 5G network (e.g., in latency and bandwidth)
enables the faster acquisition of this information. As a result, FOGUS, with the development of
its Network Application, managed to bridge the communication gap between SIEM and 5G NPN
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devices, thus offering a more complete security management solution for modern unified
networks (including Ethernet, Wi-Fi, 5G etc.).

Network App3: IQB Identity and Access Management

The 1QB Network application provides an enhancement to the existing CAPIF protocol by
incorporating an OpenlID Connect layer on top of the OAuth2.0 protocol proposed by CAPIF.
Furthermore, the solution provides single sign-on functionality between CAPIF instances. Due to
the increased performance of the 5G network, this added security value can be incorporated
without noticeable overhead on the speed of execution of the network processes. The solution
is an easy-to-deploy and scalable solution since it is a containerized implementation.
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