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EXECUTIVE SUMMARY 

The objective of this deliverable is to present in detail the final prototypes and the two 

integration rounds that have been followed for each of the four Network Applications by the 

three SMEs participating in the task.    

Initially, the deliverable describes in detail the final prototypes of the Network Apps developed 

within pillar of Efficiency in Factory of the Future Operations (FoF) in the EVOLVED-5G context, 

driven by Task 4.3: NetMapper Network Application by CAF, Anomaly Detection Network App 

by ZORT, Industrial grade 5G connectivity Network App by ININ, and finally Smart irrigation 

Network App by UMA/CSIC. 

Next, the two cycles of integration activities and use case testing that have been followed for 

each of the three Network Applications, are described. 

The first round of integrations has been carried out with the aim of ensuring seamless and 

reliable communication between various components within the system, including Network 

Apps, Vertical Apps (vApp), NEF, CAPIF and 5G network connectivity, on top of the cloud 

infrastructure provided by the Athens and Malaga platforms. The connectivity of 5G with the 

cloud infrastructure has been verified, specifically the connection between vApps and the 5G 

network.  

The purpose of the second integration round was to validate the use-cases utilizing the final 

components of EVOLVED-5G. On the one hand, NEF, CAPIF and the SDK had been enriched with 

additional features. On the other hand, SMEs finalized their Network Apps by enhancing the 3.0 

version and using the last versions of NEF, CAPIF and SDK. This version 4.1 of the Network Apps 

also exploited the validation pipeline before the integration test.  

Finally, the Networks Apps were deployed in Kubernetes clusters in Athens NCSRD and Malaga 

UMA premises instead of using Docker containers running locally.  

With the second round of integration tests, the Networks Apps of the pillar have reached their 

final stage, interacting with the last versions of NEF and CAPIF through the SDK and 

communicating with their respective vApp(s).  

The three SME use-cases have also been validated and such results highlight the fact that the 

Network Apps reached a mature enough state to be used by other SMEs through the Evolved-

5G Marketplace. 
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1 INTRODUCTION 

1.1 PURPOSE OF THE DOCUMENT 
The current report complements the final prototype of the three Network Apps, that have been 

developed within the Factory of the Future Operations (FoF) pillar to support the innovative 

interaction of employees and machines and is driven by Task 4.3. The report provides details on 

the development of the final prototype (version 4.1) in terms of technical architecture, features 

and dependencies, while also utilising the final version of the tools (SDK, NEF, CAPIF) developed 

within the EVOLVED-5G framework. Moreover, the report contributes to the testing and 

evaluation of the use cases, described in the previous deliverable of WP4 (D4.2), through the 

integration activities that took place both in Malaga and Athens infrastructure focusing on the 

iterative validation of 5G connectivity and communication between components (5G network 

<–> Network Applications <-> Vertical Applications).  

While the term NetApp was used in the D4.2 document, the consortium decided in 2022 that 

the term Network App will be used in the future in the EVOLVED 5G project. 

 

1.2 STRUCTURE OF THE DOCUMENT 
• Section 2 “CONTEXT OF THE PILAR” echoes D4.2 and presents a summary of the FoF 

pillar goals, challenges and specificities.   

• Section 3 “FINAL PROTOTYPE OF NETWORK APPLICATIONS” describes the finalized 

version of the FoF Network Apps (version 4.1). After a reminder of the Network App use-

case(s), it describes the technical architecture, features and dependencies of each 

Network App.   

• Section 4 “INTEGRATION ACTIVITIES AND USE-CASE TESTING” presents the two 

integration rounds for use-case testing performed during the project. The first reported 

test was performed with intermediate versions of Network Apps and components (NEF, 

CAPIF and SDK) while the second test was performed with final versions of Network 

Apps and all EVOLVED-5G components. 

1.3 TARGET AUDIENCE 
The release of the deliverable is public, intending to expose the overall EVOLVED-5G ecosystem 

and Network Apps progress to a wide variety of research individuals and communities.   

From specific to broader, different target audiences for D4.4 are identified as detailed below: 

• Project Consortium: To validate the fact that all FoF pillar Network Apps have reached 

their final state. One of the main goals is to document the technical evolution of these 

Network Apps with respect to the initial vision and use-case. 

• Industry 4.0 and FoF (factories of the future) vertical groups: To crystallise a common 

understanding of technologies, and tools that were used for the development of the 

Network Apps. Besides, it also demonstrates the final architecture and features a 

Network App can reach. A non-exhaustive list of Industry 4.0-related groups is as 

follows: 
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o Manufacturing industries (including both large and SMEs) and IIoT (Industrial 

Internet of Things) technology providers. 

o European, national, and regional manufacturing initiatives, including funding 

programs, 5G-related research projects, public bodies and policy makers. 

o Technology transfer organizations and market-uptake experts, researchers, 

and individuals. 

o Standardisation Bodies and Open-Source Communities. 

o Industry 4.0 professionals and researchers with technical knowledge and 

expertise, who have an industrial professional background and work on 

industry 4.0-related areas. 

o Industry 4.0 Investors and business angels. 

• Other vertical industries and groups: To seek impact on other 5G-enabled vertical 

industries and groups in the long run. Indeed, all the architectural components of the 

facility are designed to secure interoperability beyond vendor specific implementation 

and across multiple domains. The same categorization as the above but beyond Industry 

4.0 can be of application. 

• The scientific audience, general public and the funding EC Organisation: To document 

the work performed and justify the effort reported for the relevant activities. The 

scientific audience can also get an insight of finalized Network Apps' processes, tools 

and features. 

 

2 CONTEXT OF THE FOF OPERATIONS PILLAR  

 

In the context of Factories of the Future, one of the most critical aspects where 5G technology 

can bring significant enhancements is the convergence of Operations Technology (OT) and 

Information Technology (IT). This convergence aims to achieve a higher level of efficiency in the 

overall FoF operations capacity. Some of the key technologies involved in this transformation 

are big data and analytics, simulation, Internet-of-Things (IoT), cloud computing, computer 

vision, AI and Machine Learning. These technologies are seamlessly integrated with cutting-edge 

production processes, such as hybrid manufacturing, adaptive manufacturing, and smart 

manufacturing equipment and systems. The combination of these advanced technologies and 

production methodologies empowers factories to operate at unprecedented levels of 

productivity, flexibility, and intelligence, introducing a new era of innovation and 

competitiveness.  

However, alongside these promising advancements, there are also challenges to tackle. One 

such challenge relates to IoT monitoring within the factory. As the number of interconnected 

devices increases, ensuring smooth and secure communication between them becomes crucial. 

Safety is another concern that demands attention. With advanced technologies and automation, 

it's essential to maintain a safe working environment for both humans and machines. 

Additionally, anomaly detection in the vast amount of data generated by these smart systems is 

crucial. Identifying irregular patterns or potential issues is essential to prevent downtime and 

optimize production efficiency. 

In this prism, the EVOLVED-5G project tackles the aforementioned challenges with the 

development of specific Network Apps by the partners within the FoF pillar as follows: 
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• IoT and M2M based monitoring and digital twinning, with a platform allowing 

monitoring information from manufacturing machinery, sensors and actuators to be 

collected and maintained modelled as digital replicas of the physical machinery (ININ). 

• In addition, the issue of anomaly detection in both OT and IT network segments, for the 

detection and mitigation of detected anomalies, exploiting sensory and monitoring 

information coming from the 5G system as well as the machinery control and 

management (ZORT).  

• Safety of operations within the factory environment tackled by an AI based video 

analyzer for factory workers safety (CAFA). 

• Smart irrigation, the components of which are controlled using 5G communication.  

(UMA)  

 
Moreover FoF pillar partners target the automation through vertical applications (vApps) utilized 
by end-users, along with Network Apps designed to facilitate the deployment of 5G 
communication functionality.  
 
The numerous applications of IIoT (Industrial IoT), is the IoT/M2M remote monitoring platform. 
That platform is provided by ININ and is a cloud-based management system for remote gateway 
and sensor control. IoT/M2M-based remote monitoring platform benefits from the 5G 
integration will be the following: extending capabilities of the IoT/M2M system components to 
support automated deployment, components scaling and lifecycle management, reduced 
IoT/M2M system service deployment time, extending capabilities of the IoT/M2M Gateway to 
support operation with 5G NSA/SA capabilities and also extending the network performance 
monitoring capabilities of the system to include Industry 4.0 network and applications metrics.   
 
One different application of IIoT is the CAFA AI based video safety analyzer for factory workers  
safety. CAFA`s Safety VideoLyzer detects whether or not Personal Protective Equipment (PPE) is 
being worn by factory workers and provides near real time a warning signal directly to the 
control room when any element of PPE equipment is not being detected. 5G integration in 
conjunction with distributing the image analysis to local processing near the user can reduce the 
load on the network as only results from the image analysis are transmitted further in the 
network. 
 
Another equally important IoT’s application with the two mentioned above has been coined by 
ZORTENET. That is the ML-driven anomaly system for industrial processes. This system provides 
the means of detection and classification of network anomalies that influence industrial 
performance, contribute to information leakage, and potentially breech multitenant isolation.   
Challenges of FoF are mainly related to the aspects that Network Apps deployment requires 
logical and well-functioning interoperable functionality by the 5G network provider. At the same 
time, the Network Apps deployment technology inevitably has several shortcomings in the initial 
period of the development of such functionalities, because the development is done in an agile 
way. 
 
It is important for customers (companies) that the number of work hours required for Network 
Apps and vApps deployment is of a reasonable size, so that the applications are not deployed 
due to excessive costs. The prototypes and deployment processes of four FoF applications are 
described below, which have been carried out with the aim of making them as time-efficient as 
possible. 
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3 FINAL PROTOTYPE OF NETWORK APPLICATIONS 

The following sections present the final prototypes for the Network Apps within the FoF pillar, 
describing both a use case description and an architecture overview for each of them. 

3.1 CAFA NETMAPPER NETWORK APPLICATION  

3.1.1 Use case description 

CAFA NetMapper Network App employs computer vision software to detect whether or not 

Personal Protective Equipment (PPE) such as safety helmet, safety glasses are being worn by 

employees and provides a near real time warning signal directly to the control room safety 

officer when any element of PPE equipment is not being detected. The video from the factory is 

collected using a CAFA AMR robot, a wheeled platform that carries stereo cameras that cover a 

360-degree field of view around the robot. The robot has a 5G communication modem that 

transmits the videos to the 5G MEC-based CAFA Safety VideoLyzer vApp, which is used to 

analyze whether workers are wearing PPE as described in Figure 1 below.  

 

 

Figure 1 High level Architecture of CAFA NetMapper Network App and vApp 

 

The network speed and low latency are the crucial key elements of real-time CV applications. 

Indeed, this real-time computer vision applications need to have a powerful computer near the 

camera or in the local network to provide sufficient speed and latency. This would make the 

whole system more expensive and more difficult to maintain its hardware and software, 

especially if there are more than one camera points (for example, moving robots) in multiple 

locations.  

The high network speed and low latency of 5G networks allows running real-time computer 

vision applications close to the performance as if they run in local computer. The low latency is 

crucial in directing moving robot in confined indoor environments to avoid its collision with 

people, building structures and other equipment. The notification about the QoS loss allows the 

vApp to stop the computer vision and send the signal to the robot to stop its movement. Access 
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to 5G capabilities will allow using one central computer with fast connections to multiple camera 

points. 

 

3.1.2 Detailed Architecture 

CAFA Network Application “NetMapper” creates a GBR (Guaranteed Bit Rate) discrete 

automation subscription to the NEF Emulator in order to receive notifications about QoS (Quality 

of Service) to NetApp’s Flask server’s endpoint at port 5555. Then the Flask server forwards the 

message to CAFA CV Flask server at port 5000 which changes the qos_state.txt file. The vApp’s 

Safety VideoLyzer conducts its computer vision task when (according to the qos state file) 

QOS_GUARANTEED or quits the computer vision to prevent the unreliable results if 

QOS_NOT_GUARANTEED. The Python files – one for starting the Flask server and writing the 

QoS State message to file, and the VideoLyzer application are located in the same directory. The 

VideoLyzer computer vision application detects whether workers are wearing PPE (e.g. safety 

helmet). The detailed architecture of the NetMapper Network App is presented in Figure 2 

below.  

 

 

Figure 2 Detailed architecture of the early versions of the CAFA NetMapper Network App from D4.2 

 

vApp CAFA Safety VideoLyzer 

The vApp monitors 5G related Service Level Agreement (SLA) and notifies NetMapper Network 

App and end-user i.e., Factory safety officer if SLA is not passing. It provides user interface (UI) 

for the occupational safety analysis results (if Personal Protective Equipment (PPE) helmet, 

glasses etc. are missing). The vApp displays (UI) 5G related KPIs (throughput, latency, MEC 

resources). The vApp adapts the workload if updated resources are insufficient. CamControl 
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(Client software for robot platform control) displays QoS info and allows remote operator to 

reconfigure vApp parameters such as temporarily pausing video stream among other options.  

Network App CAFA NetMapper  

The Network App receives 5G network QoS information from the NEF Emulator and sends 

instructions to vApp to switch to another mode of operation if necessary (e.g., if 5G QoS is too 

poor to transmit 4K video).  

The use case can be comprised of three steps: 

1. Network App receives information about 5G network conditions by setting up 

subscriptions with certain data throughput levels to be notified automatically as soon 

as those criteria cannot be met. 

2. Network App detects that required data throughput is not passing (based on the 

automatic notification from NEF Emulator) and notifies end-user i.e., Factory safety 

officer and robot’s remote operator as well as sends instructions to vApp to switch 

operating modes to less demanding. 

After some time, Network conditions improve. Network App automatically receives 

feedback from 5G infrastructure manager about restored data throughput conditions 

and sends complementary instructions to vApp to resume operation at former levels. In 

order to achieve the interaction with the NEF Emulator the Network App opens a port 

and listens for incoming asynchronous messages about 5G network conditions 

(guaranteed data throughput related messages) utilizing the AsSessionWithQoS API. 

This subscription-based communication prevents unnecessary back and forth messaging 

in most use cases. Also, subscriptions can be canceled if network conditions are poor, 

and robot cannot perform its basic tasks anyway. 

3. Finally, the Network App now registers to CAPIF to access NEF. The whole Network App 

is containerized through Docker and was deployed on UMA’s premises.  

Figure 3 below shows the architecture of the last version of the CAFA NetMapper Network App 

and Safety VideoLyzer vApp. 
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Figure 3 Final architecture of the CAFA NetMapper Network App and Safety VideoLyzer vApp 

 

3.2 INDUSTRIAL GRADE 5G CONNECTIVITY NETWORK APPLICATION 
ININ’s Network App (further Network App) enables KPIs provided by NEF to be collected by the 

5G IoT System and saved for further analytics. It interacts with NEF APIs through CAPIF while 

providing API endpoint for the vApp IoT Management. Network App’s responsibility is to 

proactively monitor and configure the 5G data connection parameters to meet the SLA 

requirements for critical sensors used in FoF. 

The final version of Network App is marked as v4.1 and includes all dependencies for proper 

communication with CAPIF v3.1.2, Evolved5G SDK v1.1 and NEF v2.2.2.   

The Network App is implemented as an integral part of the solution called “5G IoT System” 

(Figure 4), which, apart from the Network App itself and “IoT Gateway” (which serves as a UE 

device forwarding critical and best-effort data, and providing certain 5G KPIs through its 5G KPI 

Monitoring functionality), consists of the following building blocks: 

• IoT Management (provides centralized management of IoT Gateways),   

• IoT Collector (central storage for processing and storing data collected by IoT Gateways),   

• IoT Reporter (KPIs visualization).  

The vApp is mainly focusing on two key functions. Firstly, it is primarily responsible for remotely 

managing multiple IoT Gateways, overseeing IoT Management. Secondly, the vApp collects 

industrial process-related data from sensors connected to these IoT Gateways, functioning as 

an IoT Collector. Additionally, the vApp also gathers specific 5G-related data/KPIs through the 

measurement engine running on each of the connected IoT Gateways. .This is further extended 

by using the Network App that enables KPIs provided by NEF to be collected by the IoT System 

and saved in the common database for further analytics. Common database is part of the IoT 

Collector as depicted in Figure 4. Thus, the Network App interacts with NEF APIs while providing 

API endpoint for the vApp (IoT Management).    
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Figure 4  5G IoT System overview 

The final prototype of the Network App supports two available subscription-based NEF APIs as 

provided by the NEF:  

- Monitoring Event API for location related KPIs collection and  

- Session with QoS for the subscription to the slice with specific QoS characteristics. 

 

 The 5G IoT System benefits out of the EVOLVED-5G ecosystem by utilizing the following: 

• Current 5G network status provided by NEF and integrated in the 5G IoT System 

environment. 

• Additional KPIs collected from NEF for deep down analytics and anomalies detection. 

• Influencing traffic patterns on the UE (5G IoT Gateway) by subscribing to QoS assured 

sessions. 

 

3.2.1 Use case description 

Network App serving an “Industrial grade 5G connectivity with assured QoS and integrated 

SLA/SLS monitoring capabilities” use case is presented in this section. The use case assumes 

specific IoT and M2M devices used in Factories of the Future (FoF) applications that require a 

stable communication environment described by certain QoS parameters such as bandwidth, 

latency, error rate, etc. It is assumed the above mentioned IoT and M2M devices have no 5G 

capabilities and are therefore physically connected to the IoT Gateway (i.e., part of 5G IoT 

System – see Fig. 4) which provides 5G connectivity for them. It is also assumed that FoF 

network, to which IoT Gateway is connected to, is a Non-Public 5G Network (NPN).  

A possible solution to the challenge described above is the Network App which enhances the IoT 

monitoring process by enabling end-to-end network performance monitoring based on 
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automated collection of various radio, network, and cloud related performance metrics. 

Through the Network App, basic network and service level agreements (SLA/SLS) and service 

monitoring features of the 5G IoT System can be enhanced by utilising NEF APIs to collect 

additional 5G network related Key Performance Indicators (KPIs). Some of the KPIs, gathered 

either by 5G IoT System or through NEF, can be further used as metrics to trigger slice 

reconfiguration if the application requirements are not met. The presented solution is optimized 

for FoF environments with strict requirements for collecting, analyzing, and 

representing/visualizing data captured by various sensors playing essential role for the industry 

process. 

In a real-world environment, including FoF NPN 5G, there are typically various heterogeneous 

sensors and other devices connected to the network. As previously mentioned, certain (critical) 

sensors require specific QoS conditions (e.g., bandwidth, latency, etc. as defined by SLA/SLS) to 

operate properly, while for other sensors and devices, best-effort conditions are sufficient. 

Based on the latter premise, the Network App’s responsibility is to proactively monitor and 

configure the 5G data connection parameters so as to meet the SLA requirements for critical 

sensors. Therefore, the Network App retrieves available monitoring service parameters 

collected by 5G IoT System and by NEF, and, whenever necessary, executes re-configuration of 

the system with new optimal parameters to try to achieve the expected SLA.  

A simple example of the above would be a scenario with two non-5G IoT devices (a sensor 

collecting industrial process related data – critical data, and a surveillance video camera - best 

effort data) connected to an IoT Gateway which provides them with 5G connection. As long as 

there is no excessive background traffic and SLA requirements are met, no action is required. 

Suddenly, background traffic increases significantly, causing QoS parameters of the 5G data 

connection established by the IoT Gateway to deteriorate. Based on the comparison of the SLA 

requirements and the actual status of the data connection (i.e., SLA not achievable based on the 

5G QoS monitoring data received from both NEF and IoT system), the Network App requests the 

IoT Gateway to suspend the forwarding of the best effort traffic generated by the surveillance 

video camera, thus forwarding sensors’ traffic only. In case the situation in the network recovers, 

the Network App requests the IoT Gateway to resume forwarding best effort traffic. 

 

3.2.2 Detailed Architecture 

The Network App, including vApp building blocks, has been initially deployed within the non-

public 5G network of Internet Institute.  As in the time of writing the deliverable, the Network 

App is in the prototype phase, the verification and testing of the end-to-end scenario has been 

partially performed manually.   

Figure 5 below depicts the sequence diagram for the building blocks comprising the overall 

system.  In the first step (1), the Network App starts and obtains validated NEF token, which is 

further used for other communication purposes, e.g., registration and de-registration to NEF 

API. In the second step (2), the user is required to configure NEF API parameters for the IoT 

Gateway (UE) selected. IoT Management UI (part of vApp) is used for configuration purposes. In 

the third step (3), the NetApp registers to the UE and subscribes to the NEF API. Then (4), IoT 

Gateway is ready to forward both traffic generated by critical sensor (critical traffic) and traffic 

generated by the surveillance video camera (best-effort traffic) to the IoT Collector. In the fifth 

step (5), increased background traffic is simulated, resulting in “QoS NOT GUARANTEED” 

message received by the Network App, which, in-turn, passes the info to the IoT Management 
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in order to request IoT Gateway (UE) to suspend forwarding best-effort traffic, while keeping 

forwarding critical traffic. After background traffic flow being decreased (6), the “QoS 

GUARANTEED” message is received by the Network App, followed by the info passed to the IoT 

management and finally IoT Gateway (UE) is requested to resume forwarding best-effort traffic. 

By this stage, the functional test cycle is over. 

 

Figure 5 Sequence diagram of ININ Network App test and validation cycle 

 

3.2.3 Additional dependencies 

For Evolved-5G adoption and successful Network App deployment, some extensions for the 5G 

IoT System have been done. IoT management, which is primarily responsible for centralized 

management of IoT Gateways now supports extensions for NEF: 

• NEF registration, 

• NEF QoS subscriptions, 

• database adjustments and analytics improvement. 

Database adjustments and extensions for NEF have been done also at IoT Collector, which 

primarily collects data from sensor and KPIs provided by the engine running on itself. 

Network App can be deployed anywhere as a container image, it requires connectivity to the 

NEF and must have bidirectional communication allowed with vApp over HTTPS, which 

temporarily runs in ININ private cloud, but can be otherwise deployed anywhere. 

Figure 6 below describes Grafana based IoT Management and IoT Reporter.  
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Figure 6 IoT Management and IoT Reporter (Grafana) 

Figure 7 below depicts 5G IoT Gateway is X86 Industrial Based computer with Sierra Wireless 

EM9191 modem (based on Qualcomm SD55). It requires 200V power supply and provisioned 

SIM card and APN settings. 

 

 
 

Figure 7 ININ’s 5G IoT Gateway based on x86 industrial-grade PC, integrated Sierra Wireless EM9191 modem and 
ININ’s in-house developed M2 board 
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3.3 UMA SMART IRRIGATION 5G AGRICULTURE NETWORK APPLICATION 

3.3.1 Use case description 

The smart irrigation use case consists of the deployment within the fields of a large number of 

sensors capable of measuring several parameters of interest, such as Vapor Pressure Deficit 

(VPD) or Frequency Domain Reflectometry (FDR), being quite useful to monitor the state of the 

field. These and additional parameters can be used for the creation of optimized irrigation 

schedules, in order to waste the least amount of water resources. At a later stage, this use case 

can be extended with the inclusion of a multispectral camera to provide an estimate of the yield 

that can be generated. 

The use case has some limitations that hinder its actual development. The main ones are access 

to electricity and coverage. This implies the study of advanced wireless solutions that make 

efficient use of energy resources so that deployment is sustainable over a long period of time 

without human intervention. 

In this stage of the use case implementation, we can already identify two main benefits derived 

from the use of 5G connectivity: 

• Sensors do not need to be pre-configured with information about the location where 

they will be deployed. This greatly reduces the complexity when preparing the terrain, 

and also allows immediate reuse of the sensors in another location when needed. 

• Since the location information is taken from the network, sensors do not need to make 

use of GPS signals, which reduces both the energy consumption and the cost per sensor. 

 

3.3.2 Detailed Architecture 

The architecture currently deployed in the field is shown in Figure 8. Starting from left to right, 

there are sensors that obtain measurements from the terrain and send them to the Network 

App using a 5G connection. The Network App then leverages the capabilities of the NEF emulator 

to obtain information about the specific cell through which the data was transmitted. This data 

is used to supplement the information received with details about the location where the 

measurements were taken and is stored in a centralized database. The vApp is responsible for 

requesting data from the Network App and representing them graphically, facilitating decision 

making for optimized irrigation. 
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Figure 8 Smart Irrigation use case architecture 

 

3.4 ANOMALY DETECTION NETWORK APPLICATION 

3.4.1 Use case description 

Anomaly Detection in the network context is vital to the management of the network 

infrastructure and services health during operations. Moreover, in the industrial network 

context and with the emergence of 5G for Non-Public Networks, it is expected to be an 

indispensable component of future deployments. However, the current integration with the 

specific to 5G core events and monitoring is in its infancy adopting in most of the applications 

proprietary or intrusive methods for retrieving 5G network information to detect anomalies. The 

EVOLVED-5G network anomaly detection application is based on concepts originally applied to 

wireless and wired networks that demand the deployment of the application within the 

protected/monitored network domain. The use case of such an application involves the 

following basic functional components: 

• Monitoring components: Components that allow ingestion of monitoring information 

from various locations of the infrastructure 

• Policy component: The component that allows the introduction of user and network 

attributes as well as associated policies 

• Detection and mitigation components: Components that would be able to detect an 

anomaly that would disrupt normal operations of the infrastructure and perform 

mitigation actions. 

• Visualization and Management components: Components that offer dashboard 

capabilities for management of the operation of the application as well as immediate 

monitoring of the current situation. 

By approaching the anomaly detection for 5G deployments in Industry 4.0 setting via the 

EVOLVED -5G framework, a network application that integrates all the basic functional 
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components mentioned above and at the same time providing a complete solution for safe 

industrial operations, has been developed. 

To showcase the functionalities of such a network application, a small-scale factory production 

line was created, programmed to perform a sequence that simulates a factory operation which 

requires the coordination of multiple devices to perform a task. The small-scale production line 

consists of the following devices: 

• Robot Arm: A Raspberry Pi with an embedded robot arm as shown in Figure 9 below.  

 

Figure 9 Robot Arm Raspberry Pi 

 

• Industrial Belt: LEGO ev3 robot is modified as a small-scale industrial belt shown in 

Figure 10 below.  

 

Figure 10 Lego Ev3 Industrial Belt 

 

• Camera Controller: A Raspberry Pi with a camera module (shown in Figure 11 below). 
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Figure 11 Raspberry Pi-Camera module 

 

All components are running custom socket servers to achieve their coordination via the network. 

The whole setup is depicted bellow in Figure 12. 

 

Figure 12 Footage of the small-scale production line simulation 
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The small-scale production line performs the sequence described by the diagram in Figure 13 

bellow. 

 

Figure 13 Flow Diagram of Production Line sequence 

 The operation starts with the belt at running state and the camera controller capturing video 

frames on a specific area of the belt. When an object is detected by the camera the controller 

instructs the following: 

• Stop the belt and wait confirmation that the belt is stopped. 

• Instruct the robot arm to extract the object and wait for confirmation that the object is 

extracted. 

• Start the belt until another object is detected by the camera. 

The described sequence can be seen in action at the consequent frames below. The final frame 

shows the object extraction from the robot arm: 

 

Figure 14 Frames of sequence 
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Zortenet’s Network App can provide to the end-user a holistic view of its monitored 

infrastructure and ensures the safety of the operation by using the policy enforcement and auto 

mitigation functionality.  The user can create policies regarding which device is considered 

critical for the operation in terms of QoS. If one of the critical devices has not guaranteed QoS 

the mitigation action is triggered to halt the operation util the QoS is guaranteed. After the QoS 

of the critical devices is guaranteed, the operation is resumed. The end-user's view is provided 

below Figure 15 via a screenshot of the Vertical Application.  

 

Figure 15 Vertical Application Overview 

Each component of the dashboard is enumerated and presented in Figure 16 below.  

  

Figure 16 Dashboard Components 
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Zortenet’s Network App deployment sequence is following:  

• 1. NEF Subscription: The user can create a subscription request to NEF by pressing this 

button 

• 2. Currently Monitoring: The user can choose which device to monitor on demand by 

selecting this dropdown menu. Views no4, no5 and no6 will change accordingly.  

• 3. QoS Policies: The user can specify which devices are considered critical for the 

operation. 

• 4. RAM & CPU usages: Gauges of the ram and CPU usages of the currently monitored 

device. 

• 5. NEF QoS Monitoring: NEF callbacks for the currently monitored device  

• 6. Network I/O: Network I/O metrics for the currently monitored device 

• 7. Alerts and Operation status – event: displays the QoS of the critical devices defined 

by the policies. 

• 8. Alerts and Operation status – status: displays the status of the operation (Stopped 

or Running) 

Finally, an example of a view with enforced policies and alerts is provided in Figure 17 below. 

The status of the operation is stopped because the critical devices do not have a guaranteed 

QoS.  

 

Figure 17 A view with enforced policies and alerts 

 

3.4.2 Detailed Architecture 

Zortenet’s Anomaly Detection Network App follows the standalone approach, and it resides 

between the 5G Network (CAPIF and NEF) and the Vertical Application which is the interface 

that the end-user interacts with. The overall architecture of the Network App and the 

interactions among the is depicted in the Figure 18 below.  
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Figure 18 Detailed Architecture Diagram of Zortenet’s Anomaly Detection Network App 

 

The network application consists of three Docker containers: 

• Grafana: This is a dockerized version of Grafana that provides the capability to serve 

dedicated dashboards. Grafana service has 2 interfaces as depicted: 

1. Iface - Serve dashboards: this interface is used by the vApp to access the 

dashboards. 

2. Iface – Populate dashboards:  grafana communicates via this interface with 

the influxdb container to fetch real-time data and populate the visualization 

dashboards. 

• Influxdb: Infuxdb as a time-series database allows the network application to collect and 

store real time metrics from the monitored infrastructure. Influxdb has 4 interfaces as 

described below: 

1. Iface - Populate dashboards: as described above the communication with 

grafana is achieved via this interface 

2. Iface – Push metrics to influx & Apply mitigation action: this interface is 

dedicated for the communication between the network’s application influxdb 

service and the monitored infrastructure. The devices use this interface to push 

real time metrics such as CPU, RAM usages and Network I/O. Finally, this 

interface is also used to notify the monitored infrastructure for a mitigation 

action, in our use case the mitigation action is to halt the operation. 

3. Iface – Alerts: The vApp receives alerts through this interface. 

4. Iface – Push to influx: This interface is used from the network application back-

end to push NEF Emulator’s QoS metrics to influxdb. 

• App-backend: This container is a basic python image container which embeds three 

different functionalities and their communication interfaces. The core component of 

this container is the python flask server which takes care the communication between 

NEF and the vApp: 

1. Sqlite / Iface-Policy enforcement: This functionality and its interface is used by 

the vApp where the end-user can enforce a QoS related policy about the 

monitored infrastructure. 
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2. Flask server: this functionality is responsible for the registration of the network 

application with CAPIF using the evolved5G SDK as depicted with the iface-

registration. The end-user can create a NEF subscription from the vApp using 

the iface-Create subscription. Finally, the iface-Nef qos metrics is used by NEF 

to send its QoS callback after the subscription is created. 

3. Influx-client: this is used to push NEF QoS metrics callbacks to influxdb to be 

visualized from the vApp dashboard. 

 

3.4.3 Additional dependencies 

Zortenet’s Network App as a containerized application manages to integrate influxdb, Sqlite, 

Grafana and Python’s flask and create an easily deployable stack as shown in Figure 19 below. 

 

 

Figure 19 Zortenet Network Application Technologies Stack 
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4 INTEGRATION ACTIVITIES AND USE CASES TESTING 

4.1 PURPOSE OF THE INTEGRATION TESTS (1ST ROUND)   
The first round of integrations carried out by FoF partners spanned the period from April 2022 

to April 2023 with the aim of connecting Network App, vApp, NEF, CAPIF and 5G network and 

cloud infrastructure. 

In the initial phase of integration, the following components were utilized: 

• Network Applications v1 and v2  

• NEF releases up to v1.6.2  

• CAPIF releases up to v2 

• SDK releases up to v0.8.7. 

The primary objective of these integrations was to verify the connectivity between specific 

Network Application, vApp and local 5G network and either Demokritos' or UMA's 5G network.  

Among the Network Apps that are involved in the specific task, CAFA Tech’s and UMA’s cases 

have been tested on top of UMA’s infrastructure, while ININ and ZORTNET have been tested 

using Athens NCSRD infrastructure. 

4.2 TOPOLOGY AND SETUP  

4.2.1 CAFA NetMapper Network Application  

 

The architecture reflecting the CAFA Network App initial tests in April 2022 at UMA is described 

in Figure 20 below.   

 

Figure 20 Architecture of the CAFA Network App tests in 2022 at UMA 
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CAFA Network Application “NetMapper” creates a GBR (Guaranteed Bit Rate) discrete 

automation subscription to the NEF Emulator in order to receive notifications about QoS (Quality 

of Service) to NetApp’s Flask server’s endpoint at port 5555.  

Then the Flask server forwards the message to CAFA CV Flask server at port 5000 which changes 

the qos_state.txt file.  

The vApp’s Safety VideoLyzer conducts its computer vision task when (according to the qos state 

file) QOS_GUARANTEED or quits the computer vision to prevent unreliable results if 

QOS_NOT_GUARANTEED.  

The Python files – one for starting the Flask server and writing the QoS State message to file, 

and the VideoLyzer application are in the same directory. The VideoLyzer computer vision 

application detects whether workers are wearing PPE (e.g., safety helmet). The detailed 

architecture of the NetMapper Network App is presented in subchapter 3.1.   

 

4.2.2 Industrial Grade 5G Connectivity Network Application 

The topology of the overall setup consists of multiple interconnected components as listed on 

Table 1 and the interaction among these components is represented in Figure 21 

Table 1 below depicts list of building blocks/components involved in the integration, including 

respective components’ owner/developer name and its deployment location according to the 

topology. 

Table 1 List of building blocks/components involved in the ININ 1st Round integration 

Building block Owner/developer Location of SF or HW 

IoT Gateway ININ NCSR Demokritos testbed 

IoT Management  ININ ININ private cloud 

IoT Collector ININ ININ private cloud 

Network App ININ NCSR Demokritos private cloud 

5G SA Network NCSR Demokritos NCSR Demokritos testbed 

NEF NCSR Demokritos NCSR Demokritos private cloud 

CAPIF NCSR Demokritos NCSR Demokritos private cloud 

 

Figure 21 below depicts data flow during ININ Network App 1st round of deployment.  
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Figure 21 Data flow diagram during ININ Network App 1st round of deployment 

 

The complete process of integration testing can be described and confirmed in the following 

sequence steps: 

1. IoT GW is connected to 5G network at NCSR Demokritos testbed. Provisioned SIM card 

with appropriate APN settings was used to established 5G connectivity. This step is 

depicted in Figure 22, Figure 23 and Figure 24 below.  

 

Figure 22 UE (IoT GW) main dashboard with 5G NEF support 
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Figure 23 UE (IoT GW) settings view with unique hash and IoT Management URL 

 

 

Figure 24 5G SA Network station at NCSR Demokritos 

2. IoT GW has established a connection to IoT Management and IoT Collector over 5G 

network. A secure VPN connection was formed to provide connectivity between ININ 

and NSCR Demokritos clouds as shown in Figure 25 below.  
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Figure 25 IoT Management with observed IoT Gateway (hash unique) 

 

3. IoT Management subscribes (based on SLA/QoS requirements) IoT GW for receiving 

events notifications through Network App as shown in Figure 26 and Figure 27 below.  

 

Figure 26 UE (IoT GW) must be preconfigured with unique identifier – External ID for NEF 

 



 D4.5 EFFICIENCY IN FOF OPERATIONS  GA Number 101016608  

26 
 

 

Figure 27 Enabling 5G NEF events per UE through IoT Management 

 

4. Network App was successfully deployed. It authenticates and immediately starts 

receiving notifications from NEF as shown in Figure 28 below.  

 

Figure 28 Network App was launched successfully 

Network App notifies IoT Management on events in 5G Network – simulated by the NEF 

emulator (e.g., Location data, QoS data). IoT Management reports status to IoT GW as 

shown in Figure 29 below. 

 

Figure 29 Observed UE in NEF emulator 
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5. IoT GW takes action (starts or stops transmitting BE data) based on actual 5G network 

conditions.  Non-5G based devices (e.g., camera) will be restricted from transmitting BE 

traffic if the QoS is not guaranteed as shown in Figure 30 below.  

 

Figure 30 Screenshoot of the network conditions, i.e., QoS, monitoring shows both of the two options possible (QoS 
Guaranteed vs. QoS Not Guaranteed) 

Figure 31 below depicts surveillance video-camera – a sample of best effort traffic generator 

used in the respective use case.  

 

Figure 31 Surveillance video-camera 

 

6. Network App puts results to IoT Collector database as shown in Figure 32 below.  
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Figure 32 IoT Collector database storing Network App results 

 

4.2.3 Smart Irrigation 5G Agriculture Network Application  

The following steps have been deployed manually outside of Kubernetes in Openstack, using 

Docker containers on a PC locally.  

The Network App is a Docker container, which uses Flask. Flask is a Python framework that 

allows to create a REST API. The endpoints that make up the API make it possible to obtain data 

from the sensors that are positioned on the ground. These data are stored in a PostgreSQL 

database that will be managed by the SQL Alchemy library. The data is then used in the vApp to 

make an optimal decision. 

The code of the Network App can be seen in the following repository: 

https://github.com/EVOLVED-5G/UmaCsicNetApp/tree/evolved5g 

Going deeper into the technical part, the first thing to do is launch the CAPIF containers. When 

all CAPIF services are up as shown in Figure 33, the NEF containers are lifted. The NEF dashboard 

is logged in so that the scenario can be imported. 

 

Figure 33 CAPIF services running 

When the CAPIF and NEF containers are lifted as shown in Figure 34 and Figure 35, proceed to 

lift those of the Network App. If everything went well, the result obtained is shown in Figure 36. 

https://github.com/EVOLVED-5G/UmaCsicNetApp/tree/evolved5g
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Figure 34 CAPIF containers up 

 

Figure 35 NEF containers up 

 

Figure 36 NetApp linked to CAPIF and NEF 

A cell is created in the Network App by means of a POST request as in Figure 37. The cell will 

receive data from sensors located in the field through a 5G network. 

 

Figure 37 POST request to create the cell 

With the idea of representing the data obtained graphically, a vApp is created. The deployment 

mechanism is the same as the previous ones, through containers. 
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4.2.4 Anomaly Detection Network Application 

In the cloud infrastructure of NCSRD Openstack the depicted topology and setup was followed 

as shown in Figure 38 Figure 39 below.  

 

 

Figure 38 1st Round of Integration Topology 

The creation of three separate VM was required as show in Figure 39 below.  

 

Figure 39 Deployment on NCSRD premises 

Deployment of CAPIF is shown in Figure 40 below.  

 

Figure 40 Deployment of CAPIF 

Deployment of NEF is shown in Figure 41 below.  

 

Figure 41 Deployment of NEF 

Deployment of Zortenet Network Application is shown in Figure 42 below.  
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Figure 42 Deployment of Zortenet Network Application 

4.3 RESULTS AND TAKEAWAYS  

4.3.1 CAFA Network Application NetMapper 

CAFA Tech team set up a drone with the same equipment on board as the CAFA Robot (Quectel 

5G NSA and SA modem + 4K camera). To simplify logistics, the CAFA robot was not transported 

to UMA this time. The SIM card was provided by UMA and added to the Quectel modem. A 

connection was established with UMA NSA (band n78) using a Quectel drone modem. The 

drone's on-board computer was accessible via the Internet (controlled using TeamViewer 

application). The drone is on a 5G NSA network and streams video that is visible on a CAFA field 

laptop connected to a UMA 5G network with an Askey USB-C modem. The VLC player was used 

to watch the video. The IP address of the video camera on the UMA network was: 172.23.2.148 

and in VLC player rtsp://172.23.2.148:1554 as showed in Figure 43 below.  

 

Figure 43 CAFA 4K camera video stream to field laptop over 5G NSA in April 2022 

The CAFA drone's 4K camera streams video that is transmitted over the UMA 5G SA n78 band 

network and the video is displayed on the laptop screen in the VLC player. The first successful 

video stream will take place over the 5G SA network (both the drone and the field laptop were 

in the 5G SA network) as described above. Internet speed tested using Ookla Speed test 

application. 5G SA download speed was 138.91 Mbps and Upload speed was 11.64 Mbps.  

On 28th April 2022 the UMA 5G Askey modem (connected to the drone on-board computer with 

an Ethernet cable) was added to the drone and the Askey modem via USB-C to the CAFA field 

laptop as shown in Figure 44. The CAFA drone's 4K camera streams video that is transmitted 

over the UMA 5G SA n78 band network and the video is displayed on the laptop screen in the 

VLC player.  
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Figure 44 CAFA and UMA team with 5G connected laptop and drone 

Main conclusions of April 2022 tests:   

• UMA platform also supports 5G mm wave frequencies n257 and n258. To test these 

frequencies, it is necessary to add mm wave antennas to the CAFA Robot. 

• To get 5G SA connectivity, CAFA Robot needs to use either Quectel 5G Kit and / or 

Askey modem or find solutions to add AT commands to the UMA 5G network to 

provide access to Quectel modem. 

• On-site tests provide valuable feedback on how the technical components (5G 

modems, network, robot camera and on-board computer, vApp on the local server, 

etc.) work together. These tests cannot be simulated because connectivity in practice 

often differs from that described in the specifications.  

Next iteration tests were performed in March 2023. CAFA Tech has conducted Integration tests 
in cooperation with the University of Malaga. CAFA Tech team successfully established a 
connection between vApp and the UMA 5G network. Figure 45 below displays photos taken 
during the tests conducted at the UMA Platform. The aim was to assess the overall 
communication among CAPIF, NEF, Network Applications, and vApp, as well as the 5G 
connectivity with the cloud infrastructure as shown in Figure 45 below.  
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Figure 45 Setup for the 1st integration round of CAFA Network App 

During the tests conducted on March 6, 2023, the CAFA Tech team utilised the 5G SA (Stand-

Alone) network in University of Malaga infrastructure. The camera planned for the CAFA robot 

connected to the 5G network, detecting markers while the CAFA Network App simultaneously 

checked the presence and quality of the 5G coverage area. Areas with pink circles in the Figure 

45 showed virtually guaranteed 5G coverage, while the CAFA Network App immediately issued 

a warning when leaving the mentioned area or when the 5G network was overloaded, indicating 

"Quality of Service NOT_GUARANTEED." 

These preliminary feasibility tests paved the way for further developments and improvements 

both in the vApp and the Network App side and ensured the readiness of the components for 

the future planned integration activities during the lifetime of the project.  

 

4.3.2 Industrial Grade 5G Connectivity Network Application 

 
Integration of ININ Network App was conducted in February and March 2023 in cooperation 

with NCSR Demokritos team. Deployment and Testing of the whole system was done twice: 

remotely from Ljubljana to Athens and physically with the ININ team presence at NCSR 

Demokritos 5G testbed. 

Network App v3.0 including NEF v1.6.2, SDK v0.8.9 and CAPIF v2.1 was used for the 1st round of 

the integration testing. To that end, Network App, NEF and CAPIF were deployed in separate 

VMs within the cloud infrastructure. 

A more detailed description with screenshots of the tests performed is given in subsection 4.2.2. 

 
 

4.3.3 Smart Irrigation 5G Agriculture Network Application 

The first round of integration activities took place on the UMA premises in 2022.  
Figure 46 shows the graphical representation of the data obtained from the NetApp in real time. 
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Figure 46 vApp plotting the data obtained from the NetApp graphically 

Once the Network App has been manually deployed and back to the use case. The datalogger 

sends the data it receives from the sensors deployed in the field, over the 5G network to the 

Network App. The vApp consumes the data received by the NetApp and displays it in graphs. 

This whole process works well. In addition, the resulting graphs have been tested to show the 

data correctly. 

 

 

4.3.4 Anomaly detection Network Application 

The first round of integration activities took place on the NCSRD premises. The connection 

between the Vertical Application which was located at Zortenet’s premises and Network 

application at NCSRD premises was achieved via a VPN connection.  

Successful registration to CAPIF is shown in Figure 47 and Figure 48 below.  

 

Figure 47 Registration to CAPIF – Invoker details 
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Figure 48 Registration to CAPIF - Users 

NEF subscription creation is shown in Figure 49 below.  

 

Figure 49 NEF Subscription 

 

 

Receiving NEF Callbacks from the first version of Vertical Application is shown in Figure 50 and 

Figure 51 below.  
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Figure 50 Receiving Logs from NEF 

 

Figure 51 Receiving Alerts 

 
 

4.4 PURPOSE OF THE INTEGRATIONS TESTS (2ND ROUND)    
The purpose of the second integration round was to validate the use-cases with the final 

components of EVOLVED--5G. On the one hand, NEF, CAPIF and the SDK had been enriched with 

additional features. On the other hand, SMEs had also finalized their Network Apps by expanding 

the 3.0 version and using the last versions of NEF, CAPIF and SDK. The final prototype (v4.1) of 

the Network Apps also completed and used the validation pipeline before the integration test. 

Finally, the Networks Apps were deployed in Kubernetes clusters in either Athens or UMA’s 

premises instead of using Docker containers running locally and the Openstack environment as 

in the first round of integration testing. 

It's worth noting that until the end of WP3, it was deemed necessary for the SDK to undergo 

some minor improvements, primarily aimed at enhancing functionality and addressing specific 

bugs. During this second integration round, the final version of components was utilized: 
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• Network Applications v4.1  

• NEF v2.2.2  

• CAPIF v3.1.2 

• SDK v1.0.8 

 

4.5 TOPOLOGY AND SETUP  

4.5.1 CAFA Network App NetMapper  

Deployment and test sequence of CAFA NetApp in the UMA Kubernetes cluster: 

1) Create image of NetApp (uses SDK evolved5g==1.0.8) in local Docker using docker-

compose build as shown in Figure 52 below.  

 
Figure 52 Starting the Network App image build in local computer 

2) Tag and push the created image to Dockerhub with following commands: 

 
docker tag cafatech-netapp martenrannu/cafatech-netapp-4:v2 
docker login 
docker push martenrannu/cafatech-netapp-4:v2 

As a result, the NetApp image is visible in the Dockerhub as shown in Figure 53 below.  

 

Figure 53 CAFA NetMapper Network App image pushed to Dockerhub 
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3) Connecting to UMA server, using VPN profile files given by UMA. 

 

4) Setting up the cluster in the Malaga Kubernetes with the following commands: 

--kubectl config set-cluster CAFA --server=https://10.173.0.117:8383 --insecure-skip-tls-

verify=true 

--kubectl config set-credentials cafa-developer --token=<TOKEN> 

--kubectl config set-context cafa_context --cluster=CAFA --user=cafa-developer --namespace 

cafatech 

--kubectl config use-context cafa_context 

 

5) Deploying the NetApp to the Malaga Kubernetes and configuring its service, using 

following commands: 

----kubectl apply -f “deployment.yaml” 

----kubectl apply -f “service.yaml” 

The environment variables were included in deployment.yaml (no separate environment.yaml). 

The IP address of Network App was published, using LoadBalancer in the service.yaml. 

The deployed Network App and its service can be verified with this command as it can be seen 

from the terminal’s output in Figure 54 below: 

---kubectl get all 

 
Figure 54 CAFA NetMapper Network App deployed in UMA Kubernetes cluster 

The CAFA Network App’s test page is accessible (when VPN is connected) at its external IP as 

shown in Figure 55 below: 

 

 

Figure 55 The CAFA Network App’s test page 

6) The Network App onboarding to CAPIF (deployed in UMA Kubernetes cluster): 

The Network App prepare.sh script used the env variables (originated from the 

deployment.yaml file) and current timestamp and updated the capif_registration.json on 

Network App’s startup as shown in Figure 56 below. 

https://10.173.0.117:8383/
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Figure 56 CAFA NetMapper Network App’s startup 

As shown in Figure 57 below, the current timestamp was added to the end of the 

capif_netapp_username so it is different at every subsequent deployment and therefore doesn’t 

create a conflict in the CAPIF when there could be an entry with the same username. 

 

Figure 57 capif_registration.json file with values updated from .env variables 

It was then used by evolved5g register-and-onboard-to-capif function. 

The CAFA NetMapper Network App has onboarded to CAPIF as shown in the last row of Figure 

58 below.  

 

Figure 58 CAFA NetMapper Network App has onboarded to CAPIF at its startup 
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The onboarding has also created necessary certificates in the Network App’s predefined 

directory (shell into the Network App’s pod) as shown in Figure 59 below.  

 

Figure 59 CAPIF registration files in the CAFA Network App certificates directory 

The Network App’s start also updated its /etc/hosts file (see the last row starting 10.11.23.49) 

as shown in Figure 60 below.  

 

Figure 60 CAPIF and NEF addresses added to /etc/hosts file 

7) Connecting CAFA NetMapper Network App from vApp: 

CAFA Safety VideoLyzer vApp takes IP camera’s RTSP address as an input and uses Computer 

Vision (CV) on its video feed to detect missing safety helmets of the workers in the factory. When 

the helmet with correct color (e.g. blue safety helmet for specific factory) is missing, it outputs 

a warning. 

Run the vApp container in the local computer’s Docker is shown Figure 61 below.  

 

Figure 61 CAFA vApp Docker container running in the external laptop 

CAFA Safety VideoLyzer vApp’s web UI with the hue chart to choose the safety helmet color to 

be detected is shown in Figure 62 below.  
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Figure 62 CAFA Safety VideoLyzer vApp web user interface with input fields and safety helmet hue chart 

The button press sends a subscription request to Network App’s address with UE info and the 

address of the current vApp to send the messages back to. When the Network App receives the 

request, it creates a QoS, Loss of Connectivity and UE Reachability subscriptions to NEF 

(deployed in the UMA Kubernetes cluster). The logs from the Network App pod can be obtained 

with command: 

kubectl logs pod/cafatech-netapp-4-848c997c4b-mb4cn 

QoS subscription created as depicted in Figure 63 below.  

 
Figure 63 Quality of Service (QoS) subscription created to NEF emulator 

 

Loss of Connectivity subscription created as shown in Figure 64 below.  
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Figure 64 Loss of Connectivity subscription created to NEF emulator 

UE Reachability subscription created as shown in Figure 65 below.  

 

Figure 65 UE Reachability subscription created to NEF emulator 

 

NEF Emulator can be accessed as shown in Figure 66 below.  

 

Figure 66 NEF Emulator accessed 

8) Working principle of vApp with Network App: 

NEF Emulator sends QoS and Conn messages to Network App’s /nefcallbacks endpoint, which 

extracts QoS and Conn state info from it and sends it to vApp’s corresponding endpoints which 

modifies its helmet detection behavior accordingly. 

 

4.5.2 Industrial Grade 5G Connectivity Network Application 
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Integration topology consists of multiple components interconnected as listed in the Table 2 

below. 

Table 2 ININ IoT Network App topology 

Building block Owner/developer Location of SF or HW 

IoT Gateway ININ ININ testbed 

IoT Management  ININ ININ private cloud 

IoT Collector ININ ININ private cloud 

Network App ININ NCSR Demokritos Kubernetes Cluster 

5G SA Network ININ ININ testbed 

NEF NCSR Demokritos NCSR Demokritos Kubernetes Cluster 

CAPIF NCSR Demokritos NCSR Demokritos Kubernetes Cluster 

 

For successful Network App deployment inside NCSR Demokritos Cluster three Kubernetes 

manifests were prepared: 

• deployment.yaml 

• environment.yaml 

• service.yaml 

 

 

Figure 67 Kubernetes manifests files on Github ININ’s repo 
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The complete process of integration testing can be described and confirmed in sequence 

steps: 

1. ININ’s Network App successful deployment was performed on NCSRD’s Kubernetes as 

shown in Figure 68 below. 

 

Figure 68 Network App deployed on Kubernetes 

 

2. CAPIF and NEF were also deployed on NCSRD’s Kubernetes as shown in Figure 69 and 

Figure 70 below. 

 

Figure 69 CAPIF deployed on Kubernetes 
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Figure 70 NEF deployed on Kubernetes 

 

3. After successful deployment of all necessary components end-to-end tests were 

performed as depicted in Figure 71 below.  

 

Figure 71 ININ’s Network App logs 

Status of NEF regarding UE (IoT GW) is visible also on IoT Management dashboard as shown in 

Figure 72 below. 
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Figure 72 Current status of NEF regarding UE (IoT GW)  

4. NEF events are collected in DB and exposed to Grafana for deep-down analytics and 

correlation steps as shown in Figure 73 below.  
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Figure 73 LOCATION_REPORTING triggered events on Grafana 

5. Dynamic traffic steering based QoS subscriptions events are represented on Grafana 

dashboard and collected on IoT Collector database as shown in Figure 74 below.  

 

Figure 74 QOS_GUARANTEED and QOS_NOT_GUARANTEED periodic events on Grafana 
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4.5.3 Smart Irrigation 5G Agriculture Network Application  

Deployment of UMA Network App has been done into UMA Kubernetes cluster. The version of 

the applications used are: 

• NEF: 2.2.2 

• CAPIF: 3.1.2 

• SDK: 1.0.8 

The code of the NetApp can be seen in the following repository: https://github.com/EVOLVED-

5G/UmaCsicNetApp/tree/k8s  

Starting with deployment: 

1. Create the Network App image. To do this, run the command docker compose build as 

in Figure 75 below.  

 

Figure 75 Creation of the Network App image 

2. Push image to insert it into the docker hub repository (Figure 76). You need to execute 

the following commands: 

docker tag uma-netapp:latest carlosandreo/uma-netapp 

docker login 

docker push carlosandreo/uma-netapp 

 

Figure 76 Network App Image into Docker hub 

3. Enable VPN profile to connect to the UMA Kubernetes cluster. 

4. Install kubectl. 

https://github.com/EVOLVED-5G/UmaCsicNetApp/tree/k8s
https://github.com/EVOLVED-5G/UmaCsicNetApp/tree/k8s
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5. Configure the access token to be able to deploy the Network App on the UMA 

Kubernetes cluster. To do this, you need to request the UMA access profile and execute 

the following commands: 

kubectl config set-cluster <CLUSTER_NAME> --server=<API_SERVER:PORT> --

insecure-skip-tls-verify=true 

kubectl config set-credentials <USER_NAME> --token=<TOKEN> 

kubectl config set-context <CONTEXT_NAME> --cluster=<CLUSTER_NAME> --

user=<USER_NAME> --namespace <NAMESPACE> 

kubectl config use-context <CONTEXT_NAME> 

6. Telefonica deploys NEF and CAPIF on the UMA Kubernetes cluster for each SME. Then, 

it provides us with the endpoints to be able to do the onboarding of the Network App. 

Add the endpoints in the /etc/hosts file of the NEF and CAPIF. To do this step it is 

necessary to run Notepad++ with administrator permissions. 

7. Check NEF access and import scenario. Then start all (Figure 77). 

 

Figure 77 NEF with right scenario 

8. Before starting with the NetApp deployment, it is necessary to deploy PostgreSQL to be 

able to store the data received from the sensors deployed in the field. Then to have 

control over the database, pgAdmin is deployed. Finally, we proceed to deploy the 

Network App by connecting it to the previously deployed PostgreSQL. The commands 

to execute for the three deployments are: 

Kubectl apply –f environment.yaml 

Kubectl apply –f deployment.yaml 

Kubectl apply –f service.yaml 
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All applied files are in the UmaCsicNetApp repository: https://github.com/EVOLVED-

5G/UmaCsicNetApp/tree/k8s/k8s  

9. When all the pods in the deployment are running you can check if the NetApp has done 

the onboarding with CAPIF by accessing the NetApp pod logs (Figure 78). The following 

command is executed where namePodNetApp is the name assigned to the NetApp pod 

by the cluster: 

Kubectl logs namePodNetApp 

 
Figure 78 NetApp onboarding CAPIF 

10. As shown in Figure 79 the NetApp is already running in the UMA Kubernetes cluster 

because to access it through the browser, it is necessary to put an IP address that the 

cluster provides when you apply the services.yaml file. 

 

Figure 79 NetApp running on the UMA Kubernetes cluster 

11. Connect the vApp to the NetApp. To connect the vApp with the NetApp the vApp has 

been deployed in Docker on a local PC (Figure 80). 

 

Figure 80 Containers deployed to run the vApp 

12. As mentioned above in section 4.1.3 the vApp represents in graphs the data obtained 

by the Network App (Figure 81). 

https://github.com/EVOLVED-5G/UmaCsicNetApp/tree/k8s/k8s
https://github.com/EVOLVED-5G/UmaCsicNetApp/tree/k8s/k8s
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Figure 81 vApp plotting the data obtained from the NetApp graphically 

 

 

4.5.4 Anomaly Detection Network Application  

The final version of Network App v4.1 alongside NEF v2.2.2, SDK v1.1 and CAPIF v3.1.2 took place 

at NCSRD premises. Network App, NEF and CAPIF were deployed within the Kubernetes cluster. 

The devices that simulate a small production line are Wi-Fi enabled so a 5G connectivity was 

possible by using the 5G CPE Box and Amarisoft mini as depicted below in Figure 82.  

 

Figure 82 Topology of Zortenet Network App round 2 

As mentioned, the devices have a 5G connection by using the Waveshare 5G CPE Box which is 

capable of providing 5G connectivity via Wi-Fi. Finally, the 5G connection is provided by 

Amarisoft mini as shown in Figure 83 below.  
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Figure 83 5G CPE Box and Amarisoft mini 

 

4.6 RESULTS AND TAKEAWAYS  

4.6.1 CAFA Network Application NetMapper 

Deployment of CAFA Network App NetMapper into UMA Kubernetes cluster was done on 5th-

10th July 2023 with the cooperation with Telefonica and UMA team. Deployment and verification 

of the whole system was done remotely from Tallinn (CAFA premises) to Malaga (UMA 5G 

testbed). 

The components involved were: 

- CAFA Network App NetMapper 4.1 

- SDK v1.1.0 (1.0.8 when installed through pipeline) 

- CAPIF 3.1.2 

- NEF emulator 2.2.2 

CAPIF and NEF emulator were also deployed in UMA Kubernetes cluster as depicted in Figure 84 

below. 
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Figure 84 Updated CAFA NetMapper Network App – SafeLyzer vApp – CAPIF – NEF architecture 

CAFA Tech was successfully deployed CAFA NetMapper Network App and validated the Safety 

VideoLyzer use case with the final components of EVOLVED 5G. On the one hand, NEF, CAPIF 

and the SDK had been enriched with additional features. On the other hand, CAFA Tech had also 

finalized our NetMapper Network App by expanding the 3.0 version and using the last versions 

of NEF, CAPIF and SDK. The final prototype (v4.1) of the Network Apps also completed and used 

the validation pipeline before the integration test. Finally, the Networks Apps were deployed in 

Kubernetes clusters in UMA’s premises instead of using Docker containers running locally and 

the Openstack environment as in the first round of integration testing. 

When the UE in the map was outside the cell area or it was in the cell where there was also 

another UE, then the helmet detection was not available (see the red warning in the Figure 85 

below). This was because in the circumstances of loss of connectivity and/or no quality of service 

the computer vision behavior was not reliable and could lead to false alarms and/or no true 

alerts. 
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Figure 85 The Personal Protective Equipment - helmet - detection is not available when QoS or connectivity is not 
guaranteed 

When the UE was inside the cell and there were no other UEs in that cell, the helmet detection 

was available. When a person had no safety helmet, the warning was shown with person in the 

red rectangle as shown in Figure 86 below.  

 
Figure 86 Personal Protective Equipment safety helmet  detection is available when QoS and connectivity is 

guaranteed. Missing safety helmet detected 

 

When the correct helmet was detected, the green rectangle was around the helmet to indicate 

it as shown in Figure 87 below.  

 

 

Figure 87 Personal Protective Equipment - correct safety helmet - detected 
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4.6.2 Industrial Grade 5G Connectivity Network Application  

Integration of ININ Network App was done in July 2023 with the cooperation of NCSR 

Demokritos team. Testing and verification of the whole system was done remotely from 

Ljubljana (ININ premises) to Athens (NCSR Demokritos 5G testbed). 

Final version Network App v4.1 including NEF v2.2.2, SDK v1.1 and CAPIF v3.1.2 was used for the 

2nd round of the integration. Network App, NEF and CAPIF were deployed within the Kubernetes 

cluster.  

Network App was successfully deployed and acts as a middle component between vApp and 

NEF. It starts receiving events from NEF and notifies IoT Management on events in 5G Network. 

IoT Management reports status to IoT GW. IoT GW starts or stops transmitting BE data based 

on actual 5G network conditions.  All events and data are stored into IoT Collector database for 

further analytics. 

 

Figure 88 All NEF events received by Network App are stored on IoT Collector 

All NEF events received by Network App are stored on IoT Collector is described in the Figure 88 

above.  

End-to-end connectivity and verification test was performed successfully in both rounds of 

integration.  

As a result of successful deployment, a YouTube movie was produced and published on Evovled-

5G YT channel: Internet Institute Network App deployment tests at the NCSRD Athens 5G 

platform 

 

4.6.3 Smart Irrigation 5G Agriculture Network Application  

Deployment of UMA Network App has been done into UMA Kubernetes cluster. The version of 

the applications used were: 

• NEF: 2.2.2 

https://www.youtube.com/watch?v=4Z0jR4w6-jM
https://www.youtube.com/watch?v=4Z0jR4w6-jM
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• CAPIF: 3.1.2 

• SDK: 1.0.8 

The code of the NetApp can be seen in the following repository: https://github.com/EVOLVED-

5G/UmaCsicNetApp/tree/k8s  

The NetApp with the first use case was working. To check that it is correct, the validation pipeline 

is applied to it. This pipeline consists of making a post request indicating the arguments 

GIT_NETAPP_URL, GIT_NETAPP_BRANCH, VERSION_NETAPP, ENVIRONMENT as shown in 

Figure 89 below. The result of the pipeline with SDK version 1.0.7 in the UMA and Athens 

environments is SUCCESS. 

 

Figure 89 Validation pipeline in the Malaga and Athens clusters with SDK version 1.0.7 

With SDK version 1.0.8 we get UNSTABLE status in the report which we received in the validation 

email as shown in Figure 90. However, in SonarQube (as depicted in Figure 91) the result was 

successful. UMA team contacted with Telefonica team but has not received a response. With 

version 1.0.7 the same thing happened but the Telefonica team fixed it. UMA team realized that 

there may be files that have not been deleted from previous validation attempts. 

 

Figure 90 Validation pipeline on Athens cluster and I get UNSTABLE status with SDK version 1.0.8. 

https://github.com/EVOLVED-5G/UmaCsicNetApp/tree/k8s
https://github.com/EVOLVED-5G/UmaCsicNetApp/tree/k8s
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Figure 91 SonarQube validation NetApp with SDK version 1.0.8. 

 

In the future, an attempt will be made to add to the NetApp a camera that captures images of 

the tree containing the sensors, so that it will be possible to estimate the yield that a tree can 

achieve. The camera to be used is a multispectral camera containing different bands as shown 

in Figure 92 below. Each band captures different perspectives of the tree. It will be located on a 

pole that will be higher than the tree. It will be focused on the top of the tree to visualize as 

much space as possible. The image obtained will be stored in a webcam image server and may 

be subjected to different filters, facilitating the possibility of recognizing the amount of fruit 

produced. 
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Figure 92 Micasense multispectral camera and smart plug 

By adding the camera to the architecture, it can be seen in Figure 93 that the base is the same 

as the one we discussed before. The only part that changes is the right side. The NetApp makes 

a request for the camera to take a picture and store it on the webcam image server. Images can 

be stored locally or in the clouds. Once the photo is stored, it will be accessed from the vApp to 

display the result obtained.  

Given the bad conditions to which the camera must be subjected, in the middle of the field at 

high temperatures proceeding to its heating, a Smart plug will be used as shown in Figure 92. 

Thus, the start and shutdown of the camera can be programmed. 
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Figure 93 Adding a camera to the UMA NetApp 

The webcam image server is a Docker container that deploys a REST API with Flask. The API 

includes endpoints for storing images and for controlling the smart plug as shown in Figure 94.  

 

Figure 94 Endpoints Webcam Image Server 

The multispectral camera and smart plug have been tested but have not yet been put into 

production along with the Smart Irrigation use case. 

All these applications have been developed using Python 3.10 and depending on the developer's 

environment, Visual Studio Code or PyCharm as IDE. Also, the version of Docker used is >=24.0.2. 

 

4.6.4 Anomaly Detection Network Application  

In this second round of integration activities, many new features from the Network Application 

side were introduced and there was a major update in the Vertical Application in terms of User 
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Interface and visualization technologies.  The challenge was to test this new setup to a non-local 

deployment and ensure that each new functionality works properly.  

The latest version of Zortenet’s Network Application was successfully deployed on Kubernetes 

cluster as shown in Figure 95 and Figure 96. The user can create subscriptions by accessing the 

rich dashboard of the latest vertical application and have a holistic view in real time of this 

monitored infrastructure. In addition, the QoS notification callbacks are successfully received 

and by combining them with the QoS policies of the critical devices the system can decide if the 

operation should continue or not.  

 

 

Figure 95 View of the Zortenet Vertical Application 

 

 

Figure 96 Footage from the 2nd round of integration activities 

The 2nd round of integration activities at NCSRD premises was a success starting by the successful 

deployment of latest versions of NEF, CAPIF and Zortenet Network Application in the Kubernetes 

cluster as shown in Figure 97, Figure 98, Figure 99, Figure 100, Figure 101 below. 
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Figure 97 NEF and CAPIF deployment 

 

 

Figure 98 CAPIF logs 

 

Figure 99 Network Application Subscription to NEF 

 

Figure 100 Network Application onboard to CAPIF 
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Figure 101 QoS notifications from NEF 

 

5 CONCLUSIONS AND NEXT STEPS  

As with 5G mm wave frequencies (24-27 GHz) networks are rolling out and to be deployed in EU 

countries in 2023-2025, this project is crucial for Factory of the Future solutions that require 

data to be uploaded at speeds faster than 100Mbps. With 5G mm wave frequencies (24-27 GHz) 

providing coverage of up to 250m around base stations, understanding the locations from high-

speed data from robots. For example: LIDAR or high-resolution cameras data streams can be 

transmitted is essential for commercial operations. The EVOLVED 5G project is developing a 

Common API ((Application Programming Interface) Framework (CAPIF) for communicating with 

5G NEF (Network Exposure Function) applications, enabling industries and robotics companies 

to retrieve 5G network quality of service and coverage data in real-time. 

The work presented in this deliverable describes in detail the final prototype of the Network 

Apps developed within the Factory of the Future Operations pillar in the EVOLVED-5G context, 

driven by Task 4.3. Moreover, detailed descriptions of the two iterations of integration tests that 

the Network Apps have undergone on top of the EVOLVED-5G infrastructure, both in Athens and 

UMA platforms, were provided. The integration activities aimed to test the functionality of the 

Network app when seamlessly connected with the vApp as well as evaluating the overall use 

case for each Network App. With the second round of integration tests, the Networks Apps of 

the FoF pillar have reached their final stage, interacting with the last versions of NEF and CAPIF 

through the SDK and communicating with their respective vApp(s). The use-cases have been 

validated on a real 5G network provided by the two respective infrastructures: at UMA and at 

NCSRD. The successful outcome of the integration testing also highlights the fact that the 

Network Apps reached a mature enough state that can be used by other SMEs through the 

EVOLVED-5G Marketplace. 

Conclusions by CAFA  

The CAFA Team, in cooperation with the UMA team, carried out CAFA NetMapper NetworkApp 

and Safety VideoLyzer vApp deployment on the UMA Kubernetes platform. Integrations and 

tests were carried out in several iterative rounds, which helped to start first with deployments 

and technical tests of applications with simpler functionality.  

For CAFA Tech, as a robotics company, it was very important to develop a specific Network App 

NetMapper, which helps to plan and adjust the transmission of data streams from the robots 

based on the existing 5G communication quality. During development work and integrations, 

important experience was gained, which can be used to install robotics-specific applications 

(e.g., safety analyses applications etc.) on Kubernetes platforms managed by MNOs. 



 D4.5 EFFICIENCY IN FOF OPERATIONS  GA Number 101016608  

63 
 

Conclusions by ININ  

The integration of the ININ Network App, in collaboration with the NCSR Demokritos team, 

marked a significant milestone achieved in 2023. This endeavor encompassed two rounds of 

testing – one conducted remotely from Ljubljana to Athens, and the other physically with the 

presence of the ININ team at the NCSR Demokritos 5G testbed. The deployment featured 

multiple interconnected components, each playing a crucial role in the overall use case 

deployment and showcasing. Key components included the IoT Gateway, IoT Management, IoT 

Collector, Network App, 5G SA Network, NEF, and CAPIF. 

The integration of the ININ Network App with the 5G NEF represents a pivotal step in enhancing 

the capabilities and reach of ININ's IoT system. As demonstrated, NEF, with its functionalities, 

serves as a gateway to securely expose and interact with 5G network capabilities, such as the 

used base stations by ININ's IoT Gateway. By facilitating the retrieval of 5G base station and core 

network statuses through standardized interfaces, NEF streamlines the exchange of information 

within the ININ Network App. The advantages of incorporating NEF into ININ's network 

application are manifold. It expedites service innovation by providing simplified access to 

evolving 5G core features, catalyzing the creation, launch, and operation of new value-added 

functionalities in ININ's IoT System. 

In summary, as clearly demonstrated in ININ's use case, NEF's standardized approach to 5GC 

function significantly simplifies third-party access, enabling secure network exposure to external 

development teams. This, in turn, expedites controlled and automated service launches, 

fostering a dynamic ecosystem of innovation. 

Conclusions by UMA  

Both the smart irrigation use case and the new use case to be deployed based on the use of a 

multispectral camera have great potential in industrial agriculture. It has advantages and 

disadvantages. Regarding the disadvantages, it requires the use of a complex infrastructure, 

expensive and deployed in an environment where daytime temperatures are quite influential. 

Among the advantages we can highlight the water savings produced by the measurements 

obtained from the sensors, the detection of leaf diseases as soon as possible, an estimation of 

the amount of production that a tree can generate per year. The advantages that these use cases 

entail make it worthwhile to implement this type of complex infrastructure. 

The next step is to deploy the multispectral camera use case in production. It is currently being 

tested and acceptable results are being obtained. 

Conclusions by Zortenet   

Zortenet’s Network Application aimed to provide a complete solution for monitoring and 

securing industrial infrastructure from anomalies. By integrating key monitoring and 

visualization technologies such as Influx dB and Grafana as a deployable stack a user can monitor 

the infrastructure as a whole and allow the system to protect itself by exploiting the Evolved5G 

capabilities. 


